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Abstract— This paper aims to extract the explanation-based
Problem-Solving relation, especially the Symptom-Treatment
relation, from hospital-web-board documents. The extracted
relations benefit people who are learning how to solve their
health problems. The research includes three main problems: 1)
how to identify symptom-concept EDUs (where an EDU is an
elementary discourse unit or a simple sentence/clause) and
treatment concept EDUs, 2) how to identify the symptom-
concept-EDU  boundary and the treatment-concept-EDU
boundary as an explanation, 3) how to determine Symptom-
Treatment relations from documents. Therefore, we propose
collecting each Multi-Word-Co occurrence with either a
symptom concept or a treatment concept from a verb-phrase to
identify each symptom-concept EDU and each treatment-concept
EDU including their boundaries. Collecting Multi-Word-Co
involves two more problems of the ambiguous Multi-Word-Co
and the Multi-Word-Co size. Thus, we apply the Bayesian
Network to solve both problems of Multi-Word-Co after applying
word rules. The Symptom-Treatment relation can be solved by
Naive Bayes learning vector pairs of symptom vectors and
treatment vectors. The research results can provide high
precision when extracting Symptom-Treatment relations through
texts.

Index Terms— Multi-word-co expression; Problem-solving
relation; Symptom vector.

. INTRODUCTION

Identifying and extracting Problem-Solving relations, based on
the explanation of both problems and solving methods from
texts, are very useful for both information retrieval and the
Question Answering (QA) system. To extract the Problem-
Solving relation, especially a Symptom-Treatment relation
between two explanation groups, a disease-symptom/problem
group and a treatment/solving-procedure group from
documents, is a challenge. Thus, the research focuses on
extracting the Symptom-Treatment relation from Thai
documents on medical-care consultation edited by patients and
professional medical practitioners on the hospital’s web-board
on a Non-Government-Organization (NGO) website. Both the
disease symptoms and the treatments in the medical-care-
consulting documents are event explanations of several
consequences of events expressed by several verb phrases in
several EDUs (where an EDU is an Elementary Discourse
Unit, which is a simple sentence/clause defined by [1]). Each
EDU is expressed by the following linguistic pattern after stop
word removal.

EDUsym — NP lsym Vsym NP2sym

Vsym — Vweak |Vstrong

NP1sym — pronoun | Wsymi

NP2sym — Wi-symi Wz-sym2 W3-sym2. .. Whns-sym2

EDUtreat — NP ltreat Vireat NPZ2treat

NPlireat — pronoun | Wireat1

NP2treat — Wa-treatt W2-treat2 W3-treat2. .. Wht-treat2

Vweak — {“dwbe’, ‘ihave’, ‘Usingoccur’}

Vstrong— { “ndulénauseate’, ‘onseu/Vomit’, ‘thapain’, iiwpain’, ‘miwconst

rict’,‘awitchy’,...}

Vireat— { ‘1#/Use’, ‘ni/apply’,‘Au/consume’,*sawr/treat’, ‘sa/inject’,..}

where EDUsym and EDUye are a symptom concept EDU and a

treatment concept EDU, respectively. Vsrong iS @ strong verb

set with the symptom concept. Vweax is a weak verb set which
needs more information to determine the symptom concept.

Vieat IS @ treatment/procedural verb concept set. NP1 and NP2

are noun phrases

Wi-sym1 € Weym1 (Where Weymy is @ noun word set with symptom

concepts); Wisymz € Wsymz2 (Wesymz is @ word set with symptom

concepts, i=2,3,..ns, and ns is the number of words in NP2sym)

Wa-treat1 € Whreat1 (Where Wieear1 is @ noun word set with treatment

concepts) , Wi-treatz € Wireat2(Wirearz 1S @ word set with treatment

concepts, i=2,3,..nt, and nt is the number of words in NP2¢rear)

Weymi={* >, “fihe/patient-noun’,‘e1ms/symptom-noun’, ‘uwa/scar-
noun’,‘ses/mark-noun’,“ l#/fever-noun’, ‘#u/rash-noun’, “uuss/pus-
noun’,...}

Wsymz={‘sn/difficultly-adv’,‘g..../...color-adj’, ihu/be-adv’, mads/
watery-adj’,‘naul#/nauseate-verb’, ‘onsorn/vomit-verb’,vaa/pain-
verb’, ‘uiu/constrict-verb’, ‘uma/scar-noun’, ‘ses/mark-
noun’,‘ I#/fever-noun’, ‘#u/rash-noun’, ‘nues/pus-noun’, ‘e fwz/organ-
noun’,..}

Wirean={* ’,*§he/patient-noun’,‘sv/medicine-noun’, ‘em1s/food-noun’

,‘ayu'lws/herb-noun’,‘ssd/radiation-noun’,..}

Wireato={ ‘ureduce-verb’, ‘anreduce-verb’, “ainkill-verb’, #opathogen-
noun’, ‘@imzSymptom-noun’,‘vaapain-verb/ noun’, ¥/fever-
noun’,‘lwreduce-verb’,‘ezaz/0rgan-noun’,..}

Moreover, there are two kinds of treatment on web-board
documents; the actual treatment notified by the patient/user
from his experience, and the recommended treatment
determined by the professional medical practitioner. Thus,
each medical-care-consulting document contains several
EDUs of the disease-symptom-concepts along with the actual-
treatment-concept EDUs and the recommended-treatment-
concept EDUs as shown in the following form.
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|EDU1|~|EDUm|Dsym |EDU1|~~ AT |EDU1|..|EDUp | RT| EDU:\H EDUql
> > > >
where
e Dsym, AT, and RT are a group of disease-symptom-
concept EDUs, a group of actual-treatment-concept
EDUs, and a group of recommended-treatment-concept
EDUSs respectively, as follows:
Dsym = (EDUsym1EDUgym.2 .. EDUsym-a) Where a is an
integer number and is >0,
AT = (EDUqt.1 EDUqt2 .. EDUq) Where b is the
number of EDU,; and is >0,
RT = (EDU.1 EDUy.> .. EDUy¢) where c is the
number of EDU and is >0
e m,n,p,and g are the number of EDUs and are >0
Figurel shows the Symptom-Treatment relation examples:
Dsym — AT and Dsym — RT where Dsym is EDU1-EDUS3,
AT is EDU5, and RT is EDU8-EDU10.

Topic name: myihiTsansznnzuientar/Do | get a stomach disease?
EDUL:“[ny]vaaiiasedinua” (“[ny/patient] 1he/pain ses/stomach edr
nue/heavily”)
(TA patient] has a stomachache heavily.)
EDU2: “[my]iusauwiniuns mi”
(“[ny/patient] i/has ufalgas wnfa lots Tuns mi /inside stomach”)
([The patient] has lots of gas in the stomach.)
EDU3: “omwas dhumasormsiuud aounandv”  (“ems/Symptom wadfu/mostly
oceurs nasonnsidulafter dinnerua /andaeunareau/night™)
(The symptom mostly occurs after dinner and at night.)
EDU4 : “[my]avaedluTsnns m7 ” ([The patient] doubts to get gastropathy.)
EDUS: “[ny]ausraansanieudiiaieds” (“[mylpatient] mu/consume s/medicine
anfreduce nsafacid sioudlto solve ia/pain s /stomach”)
([The patient] takes an antacid to solve the stomach ache.)
EDUG : “uanzilimenha”  (“ua/But wufit #luwmera/ cannot work’)

(But it cannot work.)

Physician Suggestion

EDU7 : “limmwensoss /Have you seen the doctor?”
EDUS: dmyiiluTsans mi ” (“&1 /1f [my/patient] .u/get Tsans mi / gastropathy™)
(If [the patient] gets gastropathy ,)
EDU9:“[iy]fiorndosiumaamsnasnsaluns mi anns™ (“[ny/patient] forwdos/may
ﬂ“u/_(éor;sume or/medicine as/reduce msuas/ secretion asaluns mi anns/gastric
acid”
([the patient] may take a medicine to reduce the gastric acid secretion. )

EDU10: “[nylassndndesomsivhlitiausaluns mi > (“[myl/patient] ass

namass/should avoid emns/food iihiiAal causing  ufa/gassy Tu

s w7 [in the stomach™)

([The patient] should void food causing gassy in the stomach.)

Figure 1: Example of Symptom-Treatment Relation where [..] means ellipsis

There are several techniques ([2][3][4]1[5][6] and[7]) applied
to extract either the Symptom-Treatment relation or the
disease treatment relation from texts (see Section 2). However,
the Thai documents have several specific characteristics, such
as zero anaphora or an implicit noun phrase, without word and
sentence delimiters, etc. All of these characteristics are
involved in the three main problems of extracting the
Symptom-Treatment relation from the NGO web-board
documents (see Section 3): 1) identifying the symptom-
concept EDU and the treatment concept EDU which are the
event expressions by verb phrases moderately based on weak
verbs, 2) identifying the symptom-concept-EDU boundary as
Dsym and the treatment-concept-EDU boundary as AT/RT,
and 3) determining the Symptom-Treatment relation from
documents. For all of these problems, we need to develop a
framework which combines a machine learning technique and
the linguistic phenomena to learn the several EDU expressions
of the Problem-Solving relation type, i.e. the Symptom-
Treatment relations from documents. Therefore, we propose

collecting multi-word co-occurrences with either the symptom
concepts or the treatment concepts from verb phrases to
identify the symptom-concept EDUs and the treatment
concept EDUs. Where the multi-word co-occurrence (or
‘Multi-Word-Co’) is the co-occurrence of two or possibly
more N-words; N=2,3, .., num and num is the number of
words per EDU. Each EDU-verb-phrase expression in this
research contains a Multi-Word-Co expression as the
following expression form with either a symptom concept or a
treatment concept after stemming words and stop word
removal as shown in Table 1 based on WordNet [8] and Mesh
(https://lwww.nlm.nih.gov/mesh/) after translation from Thai
to English by http://www.longdo.com/.
Multi-Word-Co expression = wi + Wz + Wa+.. + Wnym

The Multi-Word-Co expression is formed with the
following word rules.
wRulel: If wi€ Viea then (w2 € Weym1) and

(W3,Wa,..,Wnum € Wsymz)  Where num<ns
WRule2:If w1 € Virong then (Wa, Wa,..,Wnum € Weymz )
where num<ns
WRule3:If Wi € Virear then (W2 € Wirearn) and  (Ws,Wa,..,Wnum €
Whreat?) Where num<nt

Table 1
MultiWordCoMetrix with Symptom Concept and Treatment Concept

Multi-Word-Co Symptom Symptom  SymCon-
expression Location concept ceptlD
‘ube Aurash weered
/e iIash navlel face Tooccurred g4
wm{de€ rash
“have symptom stomach(from To occur
Y 4 ymmj N ‘nauseate’b nauseated S002
I#nauseate v o
S WordNet) symptom
Multi-Word-Co ) Treatment  TreatCon-
expression concept ceptiD
‘Auconsume gvmedicine i To consume Too1
anreduce nsaacid’ an antacid
‘Govavoid ennsfood
hifiAacaus- in i
m WT g ) To avoid Too2
uia/gassy gassy food

nszmzstomach”’

Moreover, to collect Multi-Word-Co with either the
symptom concept or the treatment concept has two problems
of Multi-Word-Co ambiguity and Multi-Word-Co size (see
Section 3). Thus, we apply the Bayesian Network (BN)[ 9] to
solve the ambiguity and the size of the Multi-Word-Co
expression after applying the word rules to the verb phrase.
The Multi-Word-Co expressions with the symptom/treatment
concepts are then, determined and collected in terms of Msym
(MultiWordCoMatrix with symptom concepts) having four
attributes and Myear  (MultiWordCoMatrix with treatment
concepts) having three attributes (see Table 1 where the
symptom/treatment concepts are based on WordNet and
MeSH). Moreover, the Multi-Word-Co expressions are also
applied to solve Dsym and AT/RT, and the Symptom-
Treatment relation can be solved by using the Naive Bayes
(NB) [9] with the symptom feature vector or Dsym and the
treatment feature vector or AT/RT(see Section 4).
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This paper consists of 5 sections. In Section 2, related work
is summarized. The research problems are described in
Section 3, and Section 4 presents the research framework to
extract the Symptom-Treatment relation. In Section 5, we
evaluate and conclude our proposed model.

Il. RELATED WORKS

Several strategies ([2][3][4][5][6]and[7]) have been
proposed to extract the Symptom-Treatment relation or the
disease treatment relation from textual data.

Rosario B. [2] extracted the semantic relations from
bioscience text. The goals of her work were to identify the
semantic roles DIS (Disease) and TREAT (Treament), and to
identify the semantic relations between DIS and TREAT in
bioscience abstracts. She identified the DIS and TREAT
entities by using MeSH, and the relationships between the
entities by using a neural network based on five graphical
models with lexical, syntactic, and semantic features. Her
results had an average accuracy 88.3% in the relation
classification. Abacha A. B. and Zweigenbaum P. [3]
extracted semantic relations between medical entities (as the
treatment relations between a medical treatment and a
problem, i.e. disease) by using the linguistic pattern-based
method to extract the relation from selected MEDLINE
articles.

Linguistic Pattern: ... EI ... be effective for E2...

... E1 was found to reduce E2 ...
where E1, E2, or Ei is the medical entity identified by
MetaMap. Their treatment relation extraction was based on a
couple of medical entities or noun phrases occurring within a
single sentence. Their results showed 75.72% precision and
60.46% recall. Song S. et al. [4], extracted procedural
knowledge from MEDLINE abstracts as shown in the
following by using a Supporting Vector Machine (SVM)
compared to the Conditional Random Field (CRF), along with
Natural language Processing.

“....[In a total gastrectomy](Target), [clamps are placed on the
end of the esophagus and the end of the small intestine] (P1). [The
stomach is removed] (P2) and [the esophagus is joined to the
intestine] (P3). ...”, where P1, P2, and P3 are the solution
procedures. They defined procedural knowledge as a
combination of a Target and a corresponding solution. SVM
and CRF were utilized with the following features: Content in
a target sentence, Position, Neighbor, and Ontology as the
concepts to classify the Target. In addition the other features
to classify the procedures from several sentences were Word,
Context, PredicateArgumentStructure, and Ontology. SVM
yielded higher precision and higher recall of 0.8369 and
0.7957, respectively. In most of the previous works, i.e. [2]
and [3], the treatment relation between the medical treatment
and the problem (as the disease) occurs within one sentence
whereas our Symptom-Treatment relation occurs within
several sentences/EDUs in both the problems/ symptoms and
the solving-procedure/treatment-steps. However, [4] had
several sentences for the treatment method, but there was only
one sentence for the problem as the Target disease or
symptom. Therefore, we propose collecting Multi-word Co
expressions with either symptom concepts or treatment
concepts from verb phrases (after stemming words and
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eliminating stop words) to identify either the symptom-
concept EDUs or the treatment concept EDUSs. [5] introduced
a syntactic constraint including an intuitive lexical constraint
to identify the relation phrases expressed by verb phrases in
the verb-noun combination for the Open Information
Extraction system. The lexical constraint is used to extract
relation phrases, i.e. “Faust made a deal with the devil.” is
extracted as “Faust, made a deal with, the devil” instead of “Faust,
made, a deal”. Their relation phrase identification was 80%
precision.  [6] proposed using the positive (Harmless)
probability of each word co-occurrence in a certain sentence
from a Social Network Service for filtering harmful sentences.
The research achieved greater than 90% precision for three-
Word-Co and lower than 50% precision for two-Word-Co. [7]
learned the causal relation from verb-noun pairs of verb
phrases by applying Integer Linear Programming with
FrameNet, WordNet and linguistic features, i.e.“People died in
hurricane” had ‘hurricane-noun’ and ‘die-verb’ as the causal
relation. They achieved a 14.74% F-score.

The previous researches [5] and [7] worked on verb phrases
with two-Word-Co of the ‘verb-noun’ to determine relations
and [6] worked on two/three-Word-Co to filter harmful
sentences. However, our research focuses on determining and
collecting Multi-Word-Co with two problems, the Multi-
Word-Co ambiguity and the Multi-Word-Co size, solved by
BN. The Multi-Word-Co collection is also applied to solve
the symptom-concept-EDU boundary (the symptom concept
vector, Dsym) and the treatment-concept-EDU boundary (the
treatment concept vector, AT/RT) which are used to determine
the Symptom-Treatment relation by NB.

I1l. RESEARCH PROBLEMS

There are three main problems in identifying a problem/
symptom-concept EDU and a solving/treatment-concept EDU,
determining Dsym and AT/RT, and determining Symptom-
Treatment relations from documents.

A. How To Identify a Symptom Concept EDU and a
Treatment Concept EDU
According to the medical care domain, most of the symptom
concept EDUs and the treatment concept EDUs are expressed
as verb phrases. For example:

Symptom Concept

(a) EDU:“gihegandoussue” (“4ifaelA patient 3dn/feels Goudsuz/dizzy”)
(A patient feels dizzy.)

(b) EDU:*“4ihe fomsilaadzys”

(“4uhelA patient g/have eams/symptom vaa/pain #swz/head”)
(A patient has a headache symptom.)

Treatment Concept

(c) EDU: “[#he]aueanna”

(“[41helA patient]iu/consume gr/medicine as/reduce nsa/acid”)
([A patient ] takes an antacid.)

where [..] means ellipsis. However, some verb phrases of the

symptom concepts are ambiguous. For example:

(e) EDU:“[au!4]dwenn (“[anlélpatient] di/defecate s /difficultly”)
([A patient] defecates with difficultly.)
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(f) EDUL: “Yonhantsninn” (“doniiftoilet anvsn/be dirty wnfvery.”)
(the toilet is very dirty.)
EDU2: #ifanwen” (“sull Fdthen gw/defecate s /difficultly™)
(Then, | defecate with difficultly.)

From (e) and (f), the verb phrase expression of the symptom
concept occurs only in e) with the concept of ‘#own/be
constipated’. This problem can be solved by determining and
collecting the  Multi-Word-Co  with  either  the
problem/symptom concept or the solving/treatment concept
after stemming words and eliminating stop words from the
health-care documents. However, to determine these Multi-
Word-Co expressions for collection involves more problems
of ambiguous Multi-Word-Co and the various sizes of the
Multi-Word-Co expressions as follows.

Ambiguous Multi-Word-Co
(@) “((Awrash)/noun)/NP1
((dwbe)iverb  (uiabumps)/noun  (fhmabrown)/Adj)/VP”
Multi-Word-Co=*f/be-verb f/bumps-noun dima/brown-Adj’
(b) “((*#mole)/noun)/NP1
((dube)lverb (iiabumps)/noun (#ima brown)/Adj)/VP”
Multi-Word-Co=*f/be-verb ufa/bumps-noun #ima/brown-Adj’
Thus, the VP of (a) contains a Multi-Word-Co with symptom
concepts whereas the VP of (b) contains Multi-Word-Co with
the property concept of NP1 or ‘mole’. This problem can be
solved by applying the word rules with wRulel/wRule2
adjustment after the stop word removal as follows:

wRulel: If wi € Vweak A AnyWordOfNP1 € Wsymi then (Wa,
W3,Wa,..,.Wnum € Wsymz2 ) Where num<ns
Else If w1 € Vieak A W2 € Wsym then (W3, Wa,..,Wnum

€ Wsym2 ) where num<ns
WRule2:If wi€Vsrong A AnyWordOfNP1 € Wyymithen  (wa,
W3,..,Wnum (S Wsymz )

Various Sizes of Multi-Word-Co Expressions

(C)VP= ‘(vaa/pain)/verb (i»/head)/noun’ (‘have a headache’)
Multi-Word-Co = ‘1ha/pain-verb  ss/head-/noun’
SymptomConcept = ‘To have a headache’

(d)VP=<(f/be)/verb (ufa/bumps)/noun (weu/blister)/noun
(uh/watery)/Adj(smamunn/a lot)/Adj> (‘be lot of watery blister bumps’)
Multi-Word-Co=*ifu/be-verb «fa/bump-noun was/blister-verb
whlm/watery-Adv’

SymptomConcept = ‘To occur watery blister bump’

The Multi-Word-Co expressions from (a) to (d) vary in terms
of the number of words, which results in an algorithm to
determine the symptom-EDU occurrences or the treatment-
EDU occurrences. This problem can be solved by BN learning
Multi-Word-Co with the symptom concept or the treatment
concept by sliding the window size of two consecutive words
with a sliding distance of one word in a verb phrase after
stemming words and eliminating stop words.

B. How to Determine Dsym and AT/RT

According to Figurel, there is no clue (i.e. ‘uws/and’,
‘wse/Or’, ..) in both EDU3 to identify the symptom boundary
(EDU1-EDU3) and EDU10 to identify the treatment boundary

(EDUS-EDU10). Therefore, we use the collected Multi-Word-
Co expressions to solve both boundaries.
C. How to Determine the Symptom-Treatment Relation
The relations between symptoms and treatments vary between
patients, environments, times, etc. even though they have the
same disease. For example:
(a) EDUlsymZ “fhherjrartosedronin”

(A patient has a bad stomachache.)
EDU2gym: “[#1h0] dusatunszimizuin”

([The patient] has lots of gas in the stomach.)
EDU3rear: ([The patient] takes an antacid.)
EDU4: “ugidhimer/sn” (But it does not work.)

(b) EDULsym: “fifaer/anrie” (A patient has a stomachache.)
EDU2gym:[§1)26] Gurialunszimz

([The patient] has gas in the stomach.)

EDU3yeat:[ #1/26] Anenannsa ([The patient] takes an antacid .)

EDU4:[#ihe] fandtu ([The patient] feels better.)

[g1he]Auerannsa”

Thus, the Symptom-Treatment relation occurs only in (b)
because the EDU4 of (b) contains “4anaiu/Feel better” as the
Class-cue-word of the Symptom-Treatment relation.
Therefore, we apply NB learning the Symptom-Treatment
relation with two feature vectors of a Symptom vector,
(81,52,..Say(where s; is a symptom concept id on Tablel;
j=1,2,..,a; a is the number of EDUs on Dsym), and a treatment
vector, (ty,tz,..ty) (where t; is a treatment concept id on Tablel,;
I=1,2,...,y; y is b or c; b is the number of EDUs on AT,; c is the
number of EDUs on RT ).

IVV. RESEARCH FRAMEWORK
There are several steps in our framework: Corpus
Preparation, Multi-Word-Co Size/boundary Learning, Multi-
Word-Co Expression Determination, Dsym and AT/RT

Determination, Symptom-Treatment relation Learning, and
Symptom-Treatment Relation Extraction as shown in Figure

2.
oo | Corpus Preparation |
S v
Multl Word-Co- Boundary Learning |
Multl -Word-Co:
Model

| Multl -Word-Co Determination

Longdo

| |

Multi-Word-Co Concept
Determination

A 4

Dsym and AT/RT
Determination
4
Symptom-Treatment
Relatior? Learning

v

Symptom-Treatment
Relation Extraction

Multi-Word-Co Expressions with either
SymptomConcepts or TreatmentConcepts

S —
Symptom-Treatment Relation

Figure 2: System Overview
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A. Corpus Preparation

This step is the preparation of a corpus in the form of EDU
from the medical-care-consulting documents on the hospital’s
web-board of the Non-Government-Organization (NGO)
website. The step involves using Thai word segmentation
tools [10], including Name entity [11] followed by EDU
segmentation [12] as an EDU corpus. The corpus contains
3000 EDUs of gastrointestinal tract diseases and childhood
diseases. The corpus is separated into 2 parts: 2000 EDUs for
learning the size/boundary of the Multi-Word-Co expression
with either the symptom concept or the treatment concept and
the symptom-Treatment relation; and 1000 EDUs for Multi-
Word-Co determination and the symptom-Treatment relation
extraction. This step also includes semi-automatic annotation
of the Multi-Word-Co concepts of the symptoms or treatments
as shown in Figure3. All word concepts of Multi-Word-Co
are referred to Wordnet(http://word-net.prince ton.edu/obtain)
and MeSH after translating from Thai to English, by using
Lexitron (the Thai-English dictionary) (http://lexitron.nectec.
or.th/).

Disease Topic : Tsaleaifumadiuers / Gastrointestinal tract disease
EDUL: fihiiomnsgmdoasdionn

#ihel/A patient iifhas ems/symptom yaidua/be colic esrwn/badly
<EDU1>

(41helA patient-ncn)/NP1

§<|\l/!ultiW0rdCO Concept=symptom location= intestinal from WordNet of
colic’>

< w;: setType=‘weak-verb’ ; concept="has/occur’ boundary ="y’ >i</ w;>

< w,: setType=‘Noun3’ ; concept= ‘symptom’ boundary ="y’ >a1n15</W>

< w;: setType=‘strong-verb’ ; concept="be colic’ boundary ="y’>ymasa</ws>
< wy: setType=‘Adv’ ; concept= ‘badly’ boundary= ‘n’>eerumn</ws>
</MultiWordCo>)/VP </EDU1>

Figure 3: Multi-Word-Co annotation

B. Multi-Word-Co Size Learning

BN represents the joint probability distribution by
specifying a set of conditional independence assumptions
(represented by a directed-acyclic graph), together with sets of
local conditional probabilities. For each node variable, the
arcs represent the variable which is conditionally independent
of its non-descendants in the network given its immediate
predecessors. The conditional probability table is given for
each variable, describing the probability distribution for that
variable given the values of its immediate predecessors. The
joint probability for the values (yi,...,yn)to the tuple-network
variables (Y4,..,Yn) can be computed by Equation (1).

P(YynY,) =f[P(yi | Parents(Y,)) )

where Yy is the parents of Y , and Parents (Y;) denotes the set
of immediate predecessors of Y; in the network. The values of
P(yilParents(Y;)) are the values stored in the conditional
probability table associated with node Yi.

However, Equation (1) is applied to the Multi-Word-Co
size/boundary determination with (Y1,..,Yn) as the consequence
of word set after stemming words and eliminating stop words,
{ws...wn},where Yo=Disease Topic from the document name.
Each word, w; (where i=1..n), is a consequence word concept
where W1 € Vweak U Vstrong W Virear; N = num; i=2,3,..,num;
Wie Wsym1 U Wsymz U Whrearn U Whrearo.  All @annotated concepts
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of wi (which is wi) are features used in determining the
conditional probabilities of consequence words as shown in
Table 2. According to Table2, it can be concluded that the
least probability of P(wilws,..wi1) is 0.00714 as the Multi-
Word-Co Boundary threshold with an actual Multi-Word-Co
Boundary threshold of 0.005 to determine the size or boundary
of the Multi-Word-Co expression with the symptom concepts
or the treatment concepts on the health care corpus as shown
in the following rule:
MultiwordCoBoundary Rule

IF P(W; |W;_4,..W,W;) < MWC _Threshold THEN

Boundary is Foundwith MultiWord@Boundary={w,..w;}
where the MWC_Threshold is the actual Multi-Word-Co

Boundary threshold, 0.005, and w;= a consequence word
concept after stemming words and the stop word removal.

C. Multi-word-Co Determination

After stemming words and stop word removal, the first
word of the Multi-Word-Co expression is identified by the
word rule with the wRulel/wRule2 adjustment. The Multi-
Word-Co boundary is determined by using the
MultiwordCoBoundary rule.

D. Multi-word-Co Concept Determination

The concept of multi-Word-Co can be determined by w; as the
main verb concept (Vmain = Vstrong W Vweak W Virear). If W1 € Vieak
then the symptom concept is defined by (w2 € Wsym1) A (ws,
Wa,.., Wnum € Weyma). If W& Viirong then the symptom concept is
defined by Vstong. If Wi € Viear then the treatment concept is
defined by (W2&€Wyear) A (W3,Wa,..,.Wnum € Wirear). The
location of the symptom can be solved by either the w; concept
of ‘efmzorgan’ or the Vswong concept from WordNet,
i.e.‘nauseate-verb’ having the ‘stomach’ location by WordNet.
All Multi-Word-Co expressions are collected and sorted into
Msym and Myear after determining their concepts and locations
(Table 1).

E. Dsym and AT/RT Determination

Assume that each EDU is represented by (NP VP). L is a list of EDUs in corpus.
Dsym AT/RT_DETERMINATION( L )

1 i=1; SymptomVector € @; TreatmentVector € @&
2 match=true;
3 While match=true A i< length[L]
4 { Determine MWCol; of EDU; after StopWordRemoval
5 Determine matching score between MWCol;
and MWCo2; of Mgy, OF Mireatr

6 Equation (2)

7 If matching_score >= .9 then

8 {match=True;

9 If ConceptIDy is SymConcept then

10 SymptomVector€SymptomVectoruUConceptIDy ;
11 ElseIf ConceptIDy is TreatConcept then

12 Treatment\/ectoréTreatmentVectoruConceptIDk;
13 }Else match=false;

14 it++
15 } Return SymptomVector or TreatmentVector

Figure 4: Symptom Vector and Treatment Vector Determination Algorithm
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Table 2
The sequence of wi concepts appearing in documents

Wi P( Wl) W P(Wzl W1) W3 P(W3|Wz, Wl) Wy P(W4|W3,W2,W1)
ilhave ams/symptom smau/inflame 0.02857

iilhave emis/symptom e e

ilhave ams/symptom 0.07143 le/cough 0.01429

ilhave li/fever ge/high 0.02857

iilhave Iilfever 0.04286

ilhave dulrash unslred 0.01429 nin/face 0.01429
iilhave dulrash 0.02857

iilhave 0.32857

dhulbe gu/bump waa/blister 0.01429 ih lwater 0.01429
fhulbe 0.27143 fulrash uaslred an/Chest 0.00714
dhlbe 0.27143 Aulrash 0.01429 unalred 0.01429

Msym and Myear from the previous step are used to determine

SymptomVector or Dsym and TreatmentVector or AT/RT
from the EDUs of the tested corpus.
SymptomVector (s1,52,..Sa), has sjeSymConceptID which is
the symptom-conceptlD set on Table 1 and j=1,2,.a.
TreatmentVector (ti,tz,..ty) , has tie TreatConceptID which is
the treatment-conceptlD set on Table 1 and 1=1,2,.y.
SymptomVector and TreatmentVector can be determined by
the algorithm in Figure 4 based on the highest similarity score
on Equation (2) between MWCo1; (is Multi-Word-Co of EDU;
after stemming words and stop word removal) and MWCo2«
(is Multi-Word-Cok of Msym Or Myea). And MWCo1; matches
MW(Co2y if this highest similarity score is greater than 0.9.

numTupld | MWCoLN MWCo2, |
k= | MWCoL|x | MWC02, | (2)

where numTuple isthenumberof tuplesof Mg, or Mgy

matching _ score= ArgMaxSimilarity

F. Symptom-Treatment Relation Learning

Two feature vectors of SymptomVector and Treatment
Vector from Section 4E are used to learn the Symptom-
Treatment relation along with the Class-cue-word pattern
occurrence in the learning corpus. The Class-cue-word pattern
shown in the following contains the Class-type set {“yes”,
“no”} of the symptom-Treatment relation.

Class-cue-word pattern={‘cue:nws/disappear=class:yes’,‘cue:§an
#iulfeel better = class: yes’, ‘cue: livha/do not pain = class:yes’,
‘cue: 7=class:yes’, ‘cue: lumo/appear=class: no’,‘cue:dujinag/still
pain= class:no’, ‘cue:vhamniu/have more pain=class: no’,..}

Dsym and AT/RT are represented by the (s1,52,..Sa) vector
and the (t3,b,..ty) vector respectively which are used in
determining the probabilities of Symptom-Treatment
relation(class=‘yes’; classeClass) and non-Symptom-

Treatment relation (class="no") from
P(si1|class),P(sz|class),..,P(sa|class), P(ti/class),
P(tzclass),..,P(tclass) by using Weka (http://www.

cs.wakato.ac.nz/ml/weka/).

G. Symptom-Treatment Relation Determination

According to the conditional probabilities, s; of Dsym and t;
of AT/RT from the learning step (section 4.F), the Symptom-
Treatment relation can be determined by Equation (3).

SymTreat_RelClass=argmax P(class|sy, S;,.55, 11,15, 1y)
class=Class

=argmax P(s, | class)P(s, | class)...P(s, | class)
classClass

P(t; | class) P(t, | class)...P(t, |class)P(class)  (3)
where s;isasymptomconceptid; t; isa treatment conceptid

a isthenumberof EDUs onDsym; yisb orc;
b is thenumberof EDUs onAT; c isthenumberof EDUs onRT;
Class={"yes","na")

V. EVALUATION AND CONCLUSION

The Thai corpus used to evaluate the extraction of
explanation based relations, especially the Problem-Solving
relation as the Symptom-Treatment relation, consist of 500
EDUs of gastrointestinal tract diseases and 500 EDUs of
childhood diseases, collected from the hospital’s web-boards
for medical-care-consulting. The research performance is
based on two evaluations: determining the Multi-Word-Co
expression with the symptom/treatment concepts from
documents and extracting the Symptom-Treatment relation
from documents. Both evaluations are expressed in terms of
precision and recall based on three experts with max-win
voting.

Table 3
Evaluation of Multi-Word-Co Determination

Correctness of multi-
Word-Co Determination

Symptom-Treatment

DI e Relation Extraction

Precision Recall Precision Recall
Gastrointestinal Tract 91.4% 60.5% 90.1% 76.4%
Childhood diseases 89.2% 65.1% 87.5% 73.2%

The average precision in determining the Multi-Word-Co
expressions with the symptom/treatment concepts is 90.3%
with an average recall of 62.8% as shown in Table3. The
reason for the low recall is the anaphora problem, i.e.
‘a/something)/pronoun’ as shown in the following:
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VP=*(5anlfeel)/pre-verb (#i/have)/weak-verb (vwis/something)
/pronoun (#wu/inside)/prep (sya/nose)/noun (szuiu/during)/prep
(nansr/morning)/noun’

(‘have something inside a nose during the morning’)
Multi-Word-Co=(‘have ? nose morning’)

The average precision of the extracted Symptom-Treatment
relation based on Multi-Word-Co expression is 88.8% and the
average recall is 74.8%. The interrupt occurrences on the
corpus cause the Symptom-Treatment relation extraction to
have a low recall as shown in the following.

EDUL1L: nyilemmsitesnnds (1 have a constipation symptom.)

EDU2: [ny]wewwilngeyniu ([1] try to practice excretion every day.)
EDUS3: "4wa (It works)

EDUA4: winydesnulaiiadae: (But you must have yogurt too)

where EDUS3 is an interrupt to the treatment-concept-EDU
boundary (EDU2 and EDU4). Hence, the extraction of the
explanation based Symptom-Treatment relation in this
research is very beneficial not only application by ordinary
people as to know how to solve their health problems through
the QA system, but also for application by professional people
in other areas, i.e. solving industrial finance problems.
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