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Abstract—Currently, communication system plays an 

important role in people’s lives especially in activities such as 

mobile communications and internet access. However, the 

transmission of information via communication channel has a 

major problem; it is very sensitive to disruptions such as 

noises, distortions, interferences, and multipath fading. 

Therefore, the transmitted information is prone to errors or 

face incorrect detection at the receiver, thus decreasing the 

system’s performance. One of the techniques to overcome this 

problem is by applying the channel coding. In this research, a 

new channel coding scheme based-on multiplication by 

alphabet-9 is proposed. The proposed coding and encoder-

decoder structure are designed by using mathematical 

derivations. The proposed channel coding scheme is then 

simulated in a communication system model to analyze its 

performance in terms of bit error rate (BER) and throughput. 

The results show that the BER of the proposed channel coding 

is lower than those of Hamming code and Reed-Solomon codes 

for a short code-length. Moreover, the throughput of the 

proposed coding is also higher than those of the Hamming and 

Reed-Solomon codes. Finally, it can be concluded that the 

proposed channel coding scheme has an ability to improve the 

communication system performance. Thus, its application in a 

digital communication system seems to be very promising. 

 

Index Terms—Channel Coding; Alphabet-9; Transmission 

Performance; Bit Error Rate; Throughput. 

 

I. INTRODUCTION 

 

The demand for digital communication to transmit voice, 

image, video and other types of multimedia information is  

increasing from time to time. These types of information 

transmission require an efficient and reliable communication 

system. However, the process of digital information 

transmission over a communication channel is subjected to 

noises, signal distortions, interferences, and multipath fading 

of wireless channels. This leads to errors of information and 

incorrect detection at the receiver, causing a decrease in the 

system’s performance. One of the techniques to reduce the 

information transmission’s error is the use of channel coding 

in the form of error correction coding (ECC) techniques in 

order to improve the performance of the system [1]. ECC is 

used to improve the reliability of the information 

transmission between the transmitter and the receiver. In this 

technique, redundancy bits are added to the information 

signal before the transmission over a noisy channel. The 

recovery process is required to extract the original signal at 

the receiver. Thus, the performance of the system can be 

improved by reducing bit error rate of the received 

information [2]. 

The main issue in channel coding is designing an efficient 

and simple encoder-decoder structure so that the 

implementation of the system can be made easier and the 

probability of transmission’s error can be minimized. 

Optimal channel coding design has been proven to increase 

the performance and the system’s security [3]. Nowadays, 

various channel coding schemes have been implemented 

both for the communication over cables such as optical 

orthogonal code introduced in [4] and over wireless such as 

Hamming code [5-7], Reed-Solomon code [8-10], Polar 

codes [11], BCH and Convolutional codes [12]. Hamming 

code is the oldest linear channel coding. This method has 

been implemented in various communication systems [2], 

[13]. Thereafter, Reed-Solomon (RS) code is designed based 

on the algebraic equations. It has been implemented in 

various communication systems, such as mobile 

communications [8] and Wimax system [14].      

In this research, a new channel coding scheme based on 

multiplication by alphabet-9 is designed. The performance 

of the proposed scheme was analyzed when it is applied in a 

digital communication system. As far as channel coding is 

concerned, the design of coding and its encoder-decoder 

structure based on the multiplication by alphabet-9 has 

never been introduced as an ECC technique for digital 

information transmission. Thus, this new scheme could be a 

novel coding for the channel coding scheme. This coding 

can be classified as a linear code based on its characteristics 

and features. The coding is quite close to Hamming code, 

which is the most popular linear code at the moment. 

However, there are some parameters that distinguish this 

new proposed code from Hamming code and Reed-Solomon 

code, as discussed later in this paper. Based on the 

mathematical design, the encoder-decoder structure for the 

proposed coding is determined. Then, the designed coding 

and its encoder-decoder structure are simulated in a 

communication system model using Matlab in order to 

obtain the system’s performance. The system’s performance 

is analyzed based on the parameters of bit error rate (BER) 

and throughput. The results show that the proposed coding 

scheme has an ability to produce a lower BER and a higher 

throughput compared to those of the Hamming code (7, 4) 

and Reed-Solomon (15, 13). Therefore, the proposed coding 

based on multiplication by alphabet-9 has a potential to 

become a new scheme for channel coding in a digital 

communication system. 
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II. LITERATURE REVIEW 

 

A. Hamming Code 

Linear block codes are the most widely used codes in 

various applications of digital communication systems [7]. 

Hamming code and Reed-Solomon codes are two examples 

of linear block codes. The proposed code is also a kind of 

linear block codes. It is close to the Hamming and Reed-

Solomon codes properties.  

This review focuses on both codings. The Hamming code 

is a form of forward error correcting (FEC) code, where it 

has an ability to detect and correct the data error received by 

the receiver. Hamming code has the length of code as 

follows [15]: 

 

𝑛 = 2𝑚 − 1 (1) 

 

and the data message (information bits) is:  

 

𝑘 = 2𝑚 − 𝑚 − 1 (2) 

 

where:   𝑚 = bit symbols 

𝑚 ≥ 2 and it is an integer 

 

Hamming code is designed for the minimum Hamming 

distance of 𝑑 = 3. Hamming distance is the smallest non-

zero from codewords. For example, the distance between the 

codewords of (1 0 0 0 1 1 0) and (0 1 0 0 0 1 1) is four. A 

codeword is a set of binary (0, 1) of length 𝑛 bits that consist 

of data message 𝑘 and redundancy 𝑟 bits. Hamming code is 

denoted by Hamming (𝑛, 𝑘) and constructed by G and H 

matrices. Then, the code rate can be calculated as: 

 

𝑅 =
𝑘

𝑛
 (3) 

 

For example, a Hamming (7,4) code is represented by the 

following generator matrices [15]: 

 

𝐺 = [

1 0 0 0 1 1 0
0 1 0 0 0 1 1
0 0 1 0 1 1 1
0 0 0 1 1 0 1 

] (4) 

 

and 

 

𝐻 = [
1 0 1 1 1 0 0
1 1 1 0 0 1 0
0 1 1 1 0 0 1

] (5) 

 

It can be verified by 𝐻. 𝐺𝑇 = 0, where 𝐺𝑇  is the transpose 

of the matrix G.  

 

B. Reed-Solomon Code 

Reed-Solomon (RS) code is a code that was introduced by 

Irving Reed and Gus Solomon in 1960 [9]. This code is 

systematically described to obtain a code that has the ability 

to correct both random and burst error bits at the received 

data packets [10]. An RS code is denoted by (𝑛, 𝑘) = (2𝑚 −
1, 2𝑚 − 1 − 2𝑡), where 𝑛 − 𝑘 = 2𝑡 is the number of parity 

bits and  𝑡 is the number of bits that can be corrected. The 

RS code is constructed using a polynomial generator as 

follows [10]: 

 

𝑔(𝑥) = (𝑥 + 𝛼𝑏)(𝑥 + 𝛼𝑏+1) … (𝑥 + 𝛼𝑏+2𝑡−1) (6) 

𝑔(𝑥) = 𝑔0 + 𝑔1𝑥 + 𝑔1𝑥2 + ⋯ + 𝑔2𝑡−1𝑥2𝑡−1 + 𝑥2𝑡 (7) 

 

The degree of a polynomial generator is the same as the 

number of parity bits, that is, 2𝑡 so that the root of the 

polynomial generator is a primitive element of the Galois 

field and 𝑏 can be chosen to be equal to zero (𝑏=0).  The 

primitive element (α) has the same degree as follows: 

 

𝛼, 𝛼2, 𝛼3, … , 𝛼2𝑡 (8) 

 

The RS encoder is used to encode the information bits by 

adding the parity bits to the original data (message). The 

polynomial codeword at an RS encoder can be obtained as:  

 

𝑈(𝑥) = 𝑝(𝑥) + 𝑥𝑛−𝑘𝑚(𝑥) (9) 

 

where:   𝑈(𝑥) = the codeword 

  𝑝(𝑥) = the parity bit that can be obtained by: 

 

𝑝(𝑥) = 𝑥𝑛−𝑘𝑚(𝑥) mod 𝑔(𝑥) (10) 

 

and 𝑚(𝑥) is the data message. At a decoder, the received 

codeword is represented by:  

 

𝑟(𝑥) = 𝑈(𝑥) + 𝑒(𝑥) (11) 

 

where:    𝑟(𝑥)  =  the received codeword 

 𝑈(𝑥)  =  the transmitted codeword 

 𝑒(𝑥)  =  the error bit 

 

If 𝑟(𝑥) = 𝑈(𝑥), there is no error bit at the received bits. 

 

III. PROPOSED CODE DESIGN 

 

The design of Alphabet-9 code is divided into two stages: 

the code generation stage and the design of encoder-decoder 

structure stage.    

 

A. Encoding 

The procedures of Alphabet-9 code generation on the 

encoder are as follows: 

1. Determining the value of variable 𝑖 = {1,2, … ,5}. 

2. Determining the multiplication of the variable 𝑖 by 

Alphabet-9 through the following mathematical 

equation: 

 

𝑖 × 9 = 𝑅 (12) 

 

3. Assuming that 𝑅 has two decimal digits, 𝑟1 and 𝑟2, as 

redundancies. 

4. Especially for 𝑖 = 1, 𝑅 has only one digit and is then 

assumed as “09”, where the first digit, 𝑟1, is 0 and the 

second digit, 𝑟2, is 9.  

5. Converting the decimal value of 𝑟1 and 𝑟2 into binary 

values of {0, 1} with a four-bit code. 

 

For example, for 𝑖 = 1 and by using Equation (12),  𝑅 =
9 is obtained and then 𝑅 be 09 as in step 4). Subsequently, 

the decimal value of 𝑟1 = 0  is converted into 4 digit binary 

of 0000, and then 𝑟2 = 9 into 1001. Using this procedure, 
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the encoder redundancy can be observed for all variable 𝑖 as 

in Table 1. 

In the channel coding, redundancy bit will be added to the 

encoder’s information bits to form a transmitted codeword.  

Suppose the information bits are 𝑘 bits, the length of the 

codeword of the proposed code can be calculated by using 

the following equation, i.e.: 

 

𝑛 = 𝑟1 + 𝑘 + 𝑟2 (13) 

 

Thus, the above variables will form the (𝑛, 𝑘) code based 

on the multiplication by Alphabet-9. The encoder structure 

for Alphabet-9 coding is as shown in Figure 1. The encoder 

requires two redundancy bit generators and k input bits 

generators to form a codeword. Based on the encoder 

structure, 𝑘 bits of information will be added by redundancy 

bits (𝑟1 and 𝑟2), which will be a codeword. Suppose the 

information is 1100 and 𝑅{𝑟1,𝑟2} = 09, then the codeword is 

000011001001. The encoder codeword is transmitted 

through a communication channel to the receiver via a 

decoder. The information bit errors can occur during the 

transmission due to the influence of noises and this leads to 

a decrease in the system’s performance.    

 
Table 1 

Encoder Redundancy 

 

i r1 r2 

1 0000 1001 

2 0001 1000 

3 0010 0111 

4 0011 0110 

5 0101 0100 

 

 
 

Figure 1: Encoder structure for the proposed code 

 
Table 2 

Decoder Syndrome 

 

j s1 s2 

10 1001 0000 

9 1000 0001 

8 0111 0010 

7 0110 0011 

6 0100 0101 

 

 
 

Figure 2: Decoder structure for the proposed code 

 

B. Decoding 

In designing a decoder for the Alphabet-9 code, one of the 

most important steps is obtaining the coding syndrome. The 

coding syndrome procedure is as follows: 

 

1. Determining the value of variable 𝑗 = {10,9, … ,6}.  

2. Determining the multiplication of the variable 𝑗 by 

Alphabet-9 through the following mathematical 

equation: 

 

𝑗 × 9 = 𝑆 (14) 

 

3. 𝑆 has two decimal digits,  𝑠1 and 𝑠2, as syndromes. 

4. Converting the decimal value of 𝑠1 and 𝑠2 into binary 

values of {0, 1} with a four-bit code. 

 

For example, for 𝑗 = 10 and using Equation (14), 𝑆 = 90 is 

obtained. Subsequently, the decimal value of 𝑠1 = 9 is 

converted into 4 digit binary of 1001, and thus 𝑠2 = 0 into 

the binary of 0000. Using the procedure, the decoder 

syndromes can be observed for all variable 𝑗  as in Table 2. 

The decoding process will determine whether the 

transmitted information can be recovered and extracted 

according to the information sent by the transmitter via the 

encoder. The decoder structure for Alphabet-9 coding is 

given in Figure 2. The working principle of this decoder is 

as follows: 

1. The decoder will receive the encoder’s transmitted 

codeword.  

2. The codeword will be mapped into its information 

and 𝑠1 and 𝑠2 syndromes as shown in Figure 2. 

3. The checker will examine the syndromes and the 

information before both bits are extracted from the 

decoder. 

4. The checker has knowledge in the form of a code 

book of 𝑟1, 𝑟2, 𝑠1 and 𝑠2, and it gives decision by the 

following two possibilities: 
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 If 𝑠1 = 𝑟2 and 𝑠2 = 𝑟1, then the information will 

be received. 

 If the above condition is not fulfilled, then the 

information will be discarded.   

5. If the error bit occurs at the information bit, the 

checker is then processed by the following 

expressions: 

 

𝑦[𝑛] = 𝑥[𝑛] + 𝑒[𝑛] (15) 

 

where 𝑦[𝑛] is the received codeword by the decoder, 

𝑥[𝑛] is the transmitted codeword by the encoder and 

𝑒[𝑛] is the error bits. 

 To recover the information bit, the error bit 

pattern should be obtained by: 

 

𝑒[𝑛] = 𝑦[𝑛] − 𝑥[𝑛] (16) 

𝑥[𝑛] = 𝑦[𝑛] − 𝑒[𝑛] (17) 

 

 If 𝑦[𝑛] = 𝑥[𝑛], there is no error in the 

information. Otherwise, no data are received by 

the receiver. 

Assuming that the decoder receives the codeword without 

any error, the codeword is the same as the transmitted 

codeword by the encoder e.g., 000011001001. Then, the 

codeword is mapped into the syndrome, that is, 

100111000000. Since the checker has the knowledge of 

redundancy, it will confirm the syndrome with redundancy. 

If 𝑠1 = 𝑟2 and 𝑠2 = 𝑟1, then the correct information is 

received e.g., 1100. Otherwise, if one or more error bits of 

the codeword is/are received by the decoder, for example, 

010011011001, the mapped codeword is 100111010100. 

The checker will detect that 𝑠1 = 𝑟2 and 𝑠2 ≠ 𝑟1 and then 

decided that the data is discarded. The checker also detects 

the error at the data message by using the expressions in 

Equation (15) to (17). 

 

IV. SIMULATION MODEL AND PERFORMANCE ANALYSIS 

 
A. Simulation Model 

A simple simulation model of the proposed codes is 

developed to evaluate the performance in terms of BER and 

throughput, as shown in Figure 3. In general, this model 

consists of a transmitter, a channel, and a receiver. A 

computer simulation is developed by using Matlab 

programming. The simulation starts from generating input 

data by random data generator. The input data is a sequence 

of digitized information in the form of binary 0 or 1. Then, 

they are encoded by the proposed encoder. The encoder will 

map the sequence to a distinct codeword. The mapping is 

the process of k digits incoming into the encoder and n digits 

outgoing from the encoder. The output of the encoder is 

modulated by BPSK modulator. Furthermore, the encoded 

and modulated information are transformed into the 

specified signals for transmission through additive white 

Gaussian noise (AWGN) channel. At the channel, some 

noises will be added to the transmitted signals that cause 

some errors. At the receiver, the received information 

carries out the reverse process of the transmitter. The 

demodulator will demodulate the incoming noisy signal 

before it is passed onto the decoder. The decoder, by the 

decoding rule, will estimate the transmitted codeword in 

order to minimize error probability. Finally, BER is 

calculated by comparing the transmitted data to the received 

data. Based on the calculated BER, the throughput can be 

obtained. 

In this paper, the computer simulation has been conducted 

in Matlab in order to evaluate the performances of the 

proposed codes, Reed-Solomon code and the Hamming 

code over AWGN channel. The simulation parameters are 

shown in Table 3. 

  

 
 

Figure 3: System model for the proposed code simulation 

 
Table 3 

Computer simulation parameters 

 

No Parameter Value(s) 

1 Input  106  bits 

2 Proposed Codes  (11, 3), (12, 4) and (13, 5) 

3 Hamming code (7, 4) 
4 Reed-Solomon code (15, 13) 

5 Channel AWGN 

6 Modulation BPSK 

7 Data Rate   10 Mbps 

8 SNR 0 – 12 dB 

 
B. Performance Analysis 

Based on the simulation model, there are several ways or 

methods to analyze the performance of communication 

systems, as described below: 

 The signal to noise ratio (SNR). It is a ratio of signal 

power to noise power at the receiver. SNR is 

represented in the unit of decibel (dB) and is 

calculated as [16]: 

 
𝑆𝑁𝑅(𝑑𝐵) = 10 log10(𝑆𝑁𝑅) (18) 

 

 The bit error rate (BER). It is often used as a 

parameter to analyze the performance of digital 

communication system. BER is the number of error 

bits received by the receiver compared to the total 

number of transmitted bits. In other words, BER is 

the probability of error bit received by the destination 

expressed by [17]: 

 

𝐵𝐸𝑅 =
Number of error bits

Total of transmitted bits
 (19) 

 

 The throughput. It is the amount of information bits 

transmitted to the destination in a unit of time. It is 

also defined as the number of data packets 

successfully transmitted to the destination in a 



Design and Performance Analysis of Channel Coding Scheme based on Multiplication by Alphabet-9 

 ISSN: 2180-1843   e-ISSN: 2289-8131   Vol. 9 No. 1 11 

second. This parameter is commonly used in 

measuring the performance of the communication 

system and can be modified from [18] as follows: 

 

𝑇𝑅 = (1 − 𝐵𝐸𝑅) × 𝑅 (20) 

 

where:   R =  the data rate. 

 
V. RESULTS AND DISCUSSIONS 

 
A. Bit Error Rate 

Bit error rate (BER) is one of the general parameters used 

to analyze the performance of communication system. In 

order to reduce the BER, a communication system needs to 

use an appropriate channel coding scheme. The BER 

performance of the proposed code has been analyzed by 

using a computer simulation. The comparison between the 

proposed code and the existing channel codes are shown in 

Figure 4. It can be observed that the proposed (12, 4) code 

shows a better performance compared to those of Hamming 

code (7, 4) and Reed-Solomon code (15, 13). The codings 

can be fairly compared because they have the same ability 

for a single error correction (𝑡 = 1) and the same number of 

bit symbols, which are 𝑚 = 4 and 𝑚 = 𝑘 = 4 for the 

proposed code, whilst the length of code is different from 

each other.  In particular, when BER=10-3, the proposed 

code needs SNR value of 6.2 dB, whilst the Hamming code 

and Reed-Solomon code need SNR value of 9.8 dB and 12 

dB respectively. Therefore, it gives the coding gain of 3.6 

dB and 5.8 dB compared to the performance of Hamming 

and Reed-Solomon codes, respectively. Furthermore, if the 

performance of proposed code is compared to the 

performance of uncoded AWGN, it gives a coding gain of 

7.4 dB at BER=10-2. So this is quite significant values for a 

new coding scheme. However, the code rate of the proposed 

code is 𝑟proposed = 1/3, which is smaller than those of the 

Hamming, 𝑟Hamming = 4/7 and 𝑟Reed−Solomon = 13/15. 

Reed-Solomon codes typically have a very high rate 

depending on the error correction capability needed. In 

general, Figure 4 shows that the BER decreases as the SNR 

value is increased. This indicates that the bit error occurs 

because of the noise in the communication channel. 

However, this can be minimized by the addition of the 

signal power. 

 
 

Figure 4: BER performance versus SNR for the proposed code, Hamming 

code and Reed-Solomon code 

 
Figure 5: BER performance versus SNR for several proposed codes 

 

The BER performance with data bits (𝑘 = 3, 4 and 5) and 

different length of proposed codes have also been simulated 

and the results are shown in Figure 5.  The results show that 

the BER performance of the proposed codes is significantly 

improved when the number of data bits and the length of 

codewords are increased. For example, to reach BER=10-4, 

the proposed (11, 3), (12, 4) and (13, 5) codes need SNR 

values of 11.5 dB, 7.8 dB, and 5.4 dB respectively. From the 

results, coding gain between (11, 3) code and (12, 4) code is 

3.7 dB. Moreover, the coding gain of 2.4 dB is obtained 

between (13, 5) code and (12, 4) code. Furthermore, in 

addition to improving BER performance, the proposed code 

has another interesting added feature; it also increases the 

transmission rate. It is shown in the results that the data rate 

(r) for each (11, 3), (12, 4) and (13, 5) codes are 0.27, 0.33 

and 0.38, respectively. 

 

B. Throughput 

The throughput performance is critical in communication 

systems because it indicates the ability of the system to 

transmit the amount of information to the receiver in each 

second. To this end, computer simulations have been 

conducted in order to analyze the throughput of the 

proposed code (12, 4). The result is compared to those of the 

Hamming code (7, 4) and Reed-Solomon Code (15, 13) for 

the data rate of 10 Mbps. The result is shown in Figure 6. 

Generally, for SNR<10 dB, the throughput performance of 

the proposed code is better than those of the Hamming code 

and Reed-Solomon code. As an example, for an SNR value 

of 5 dB, the throughput of the proposed code is 9.92 Mbps 

while those of the Hamming code and Reed-Solomon code 

are 9.62 Mbps and 9 Mbps, respectively. Thus, the proposed 

code can improve the system’s throughput by 0.3 Mbps and 

0.92 Mbps compared to the throughput of Hamming and 

Reed-Solomon codes, respectively. However, for SNR = 12 

dB, the throughput performance of the coding schemes is 

similar. 

The simulation has also been conducted to find out the 

effect of increased number of data bits and the length of a 

codeword of the proposed codes on the throughput 

performance. The result is presented in Figure 7. In general, 

the throughput performance is critically influenced by the 

number of data bits and the length of the codeword. Bigger 

data bits resulted in better throughput. A similar thing 

happened to the length of the codeword: Longer codeword 
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resulted in better throughput. For SNR value of 5 dB, the 

proposed (12, 4) code increases the throughput by 0.34 

Mbps compared to that of the proposed (11, 3) code. When 

using the proposed (13, 5) code, the throughput 

improvement obtained is 0.381 Mbps when compared to that 

of the proposed (11, 3) code. 

 
Figure 6: Throughput performance versus SNR for the proposed code, Reed 

Solomon and the Hamming code 

 

From Figure 4 and 6, it can be seen that the BER and the 

throughput performance of the proposed code are better than 

those of the Hamming and Reed Solomon codes. However, 

the code rate of the proposed code is lower than those of the 

Hamming and Reed-Solomon codes. This can be overcome 

by increasing the number of data bits of the code so that the 

data rate will be increased. Furthermore, the proposed code 

performance is heavily influenced by the number of data bits 

and the length of the codeword. For the noise sensitive 

digital communication applications, such as data and video 

transmission, the proposed code can be applied by using 

bigger data bits and longer codeword lengths. 

The proposed code has many similarities with the 

Hamming and Reed-Solomon codes in terms of features and 

code construction. Some of the comparable features among 

the channel coding schemes are shown in Table 4. There are 

two interesting features from the proposed code that are 

much better than those of the Hamming and Reed-Solomon 

codes. The proposed codes have lower BER and higher 

throughput. This is because the proposed code uses two 

blocks of redundancy bit that makes the code longer. 

Theoretically, the use of two blocks of redundancy bits can 

increase the security level of the system because the data 

bits will be flanked by both blocks. However, the security 

issue is not the focus of this research. 

 
 

Figure 7: Throughput performance versus SNR for the proposed codes with 

various codeword lengths   
 

Table 4 

Features of Reed-Solomon, Hamming, and the Proposed Codes 

 

No Parameter 

Reed-

Solomon 

Code 

Hamming 
Code 

Proposed Code 

1 Code complexity High Moderate Simple 

2 Code notation (𝑛, 𝑘) (𝑛, 𝑘) (𝑛, 𝑘) 
3 Data symbols 𝑘 𝑘 𝑘 
4 Code length 2𝑚 − 1 𝑛 = 𝑘 + 𝑟 𝑛 = 𝑟1 + 𝑘 + 𝑟2 
5 Redundancy  𝑛 − 𝑘 = 2𝑡 𝑟 𝑟1 and 𝑟2 

6 BER High Moderate Low 

7 Throughput Low Moderate High 

8 Bit rate High Moderate Low 

 

 

VI. CONCLUSION 

 

In this paper, we have designed a novel channel coding 

based on multiplication by the Alphabet-9. The designed 

coding procedure related to the encoder redundancy and the 

decoder syndrome has been presented as well as the 

corresponding encoder, and decoder for the proposed coding 

method have been constructed. Furthermore, a computer 

simulation model of the proposed coding has been 

introduced in order to analyze the performance of the coding 

in terms of BER and throughput. The computer simulation 

was conducted by using Matlab programming in order to 

simulate the impact of the coding technique on the system’s 

performance. The results show that the BER of the proposed 

coding performs better than those of the Hamming code and 

Reed-Solomon code with the coding gains of 3.6 dB and 5.8 

dB, respectively. The BER of the proposed coding decreases 

with the increase of the code length and the information bit. 

The performance of the proposed coding could also produce 

higher throughput than those of the Hamming and Reed-

Solomon codes as reflected in the simulation. When the 

SNR is 5 dB, the proposed code increased the throughput 

about 0.3 Mbps and 0.92 Mbps compared to the Hamming 

and Reed-Solomon codes, respectively. Moreover, the 

throughput of the proposed code increases with the increase 

of the coding length and the information bits. Therefore, it is 

believed that the proposed novel channel coding scheme 

could perform better in a digital communication system with 

lower BER and higher throughput. 
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