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Abstract—Development of computer aided detection 

techniques for brain disorder has been gaining significant 

importance in the past few years. Out of the various brain 

diseases, stroke stands first for the reason behind fatality and 

disability. Significant features extracted from brain MR images, 

along with machine learning techniques could identify 

discriminative patterns for automatic detection of ischemic 

stroke. This research aims at examining the wavelet based 

statistical features for characterizing such abnormal lesion 

structures. Five different wavelet functions, namely daubechies, 

symlet, coiflet, de-meyer and bi-orthogonal wavelets were 

extensively analyzed for different normal and abnormal datasets. 

The wavelet co-efficients were calculated for different levels and 

statistical parameters were extracted from it as features. These 

features were trained using support vector machines for 

automatic classification. Experiments indicate that the accuracy 

of the proposed system was around 98%.  

 

Index Terms—Ischemic Stroke; Wavelet Decomposition; 

Texture; SVM. 

 

I. INTRODUCTION 

 

Recent statistical report released by World Health 

Organization indicated that approximately one billion people 

were affected by various neurological diseases, such as stroke, 

Wilson’s disease, Parkinson’s disease (D) and many others. 

Out of these disorders, stroke stands first for the reason behind 

disability and death in both adults and aged people. Ribo Ge et 

al. reported that the accuracy of medical diagnosis for these 

neurological disorders depends largely on the interpretation of 

medical images [1]. Out of the various brain imaging 

modalities, Magnetic Resonance Imaging (MRI) was 

considered as an accurate modality of high quality in 

visualizing the brain tissues because of its high contrast to soft 

tissues and non-invasive acquisition [2].  

Once the images were available after radiological 

examination, the basic step is to segment the region of interest 

(ROI) for characterizing its properties. Several methods for 

segmenting the ROI, like region based approaches, contour 

based approaches, and many others were presented in the last 

few years. Region-based segmentation algorithms function by 

grouping pixels of similar intensity together from the 

neighborhood. Gargouri et al developed a technique to identify 

the region of interest by utilizing Maximum 

entropy thresholding and Otsu's multilevel thresholding [3]. 

Then, the Iterative Closest Points (ICP) was employed for the 

matching purpose. Chaudhari et al. developed a method for 

brain MRI segmentation by using entropy based texture 

features [4]. Saad et al. utilized region wise histograms for 

segmentation purpose [5].  Region growing techniques 

basically identify a connected region based on either edge 

based details or intensity information by adopting manual 

selection of a seed point inside the target region [6]. Matesin 

et al. presented a seeded region-growing based segmentation 

technique in order to obtain a fast labeling of the background 

details, gray matter, white matter, CSF and stroke lesions [7].   

When the input image was segmented and the region of 

interest is recognized, the following step is to extract 

significant features from the segmented region. These features 

will act as the representatives for the entire image. An 

approach using geometrical, intensity-based and local image 

descriptor features was extracted to describe the cerebral 

micro bleeds in brain MRI images [8]. In the last few decades, 

texture features were considered to be one of the prominent 

features in medical images. A few vital properties for image 

description and interpretation are uncovered through 

observing the texture pattern of the images for example, 

granularity, smoothness, coarseness, periodicity, geometric 

structure and many others. The gray level co-occurrence 

matrix (GLCM) was usually utilized to concentrate the 

composition of texture based statistical information from an 

image [9]. Goswami et al. presented an approach for 

abnormality detection from brain MRI images using GLCM 

texture features and hybrid neuro-fuzzy classifier [10]. A 

scheme for computer aided detection of ischemic stroke 

utilizing texture features were introduced by Hema Rajini et 

al. [11]. The input images were bisected into two halves by 

following the midline. Then texture features were extracted on 

each half and compared to detect the lesion. An approach to 

define the area of ischemic stroke lesion was introduced by 

utilizing statistical methods and probability likelihood. This 

approach partitioned the information into 2 zones:  normal and 

abnormal areas of the brain [12]. 

The features extracted from the segmented region must be 

trained with a suitable algorithm in order to develop a 

classification system. The supervised learning models were 

prepared with different algorithms like Artificial Neural 

Networks (ANN), Support Vector Machines (SVM) and so on. 

Bagher-Ebadian et al. presented an approach for anticipating 

the last degree of the ischemic infarction using artificial neural 

networks. In this technique, the last degree of the lesion was 

determined from T1-Weighted, T2-Weighted, Diffused 

Weighted training images [13]. Mougiakakou et al. presented 

a computer-aided diagnosis system of carotid atherosclerosis 
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[14]. It was based on statistical measures obtained from the 

ultrasound image and classification was done through neural 

networks. Hachaj et al. proposed a neural network (NN) 

classifier for identifying the type of abnormality from brain 

perfusion maps [15]. Prakash et al. introduced a method for 

segmentation of acute infarction from diffusion weighted 

images. In this method, a probabilistic neural network along 

with an adaptive gaussian mixture model [16].  

The support vector machine (SVM) is another broadly 

utilized supervised learning methodology for image 

classification. An approach using support vector machines 

with imaging and clinical features was utilized to determine 

the symptomatic intracranial hemorrhage (SICH) with good 

accuracy [17]. Padma et al. proposed a method for classifying 

brain tissues from CT images using SVM and wavelet based 

texture features [18]. Another novel method was introduced to 

detect the differences in group brain image groups based on 

spatially regularized SVM [19]. Another support vector 

machine based classifier was trained by Oskar et al. on expert-

segmented examples and it is used to classify formerly unseen 

images [20]. 

 

II. MATERIALS AND METHODS 

 

The proposed methodology utilizes wavelet transform based 

statistical texture features for characterizing the ischemic 

stroke lesions. At first, the input MRI slices were subjected to 

global thresholding based method to remove the bony portions 

of the skull region. Then, Otsu’s segmentation was applied to 

localize the region of interest. First and second order statistical 

features from different levels were extracted from the 

segmented region. These vectors were trained using Support 

Vector Machines to build up the classification system. The 

architecture of the proposed approach was presented in Figure 

1. 

 

 
Figure 1: Overview of the proposed system. 

 

A. Data Acquisition 

A total of 45 MRI datasets were collected from various 

online and offline sources. 17 T2-MRI datasets were acquired 

from Global Health City, Chennai and the remaining datasets 

were downloaded from ISLES contest [21-22].  The format of 

the input MRI slices were in Neuroimaging Informatics 

Technology Initiative (NIfTI) and Digital Imaging and 

Communication in Medicine (DICOM). The proposed 

experiments were all carried out with axial slices. 

 

B. Preprocessing 

Separating the bony portions of the skull from the brain 

tissues is a vital pre-processing step in the processing of MRI 

images. In this work, thresholding based approach is applied 

to remove the skull portions from the brain images [23]. 

Initially, the input MRI slice is converted to a binary image by 

applying global thresholding. Then the largest connected 

component with respect to the bony threshold is computed. 

Later, a mask was formed which will suppress the largest 

connected component and retain the other inner details of the 

image. This mask is finally convolved with the original image 

to produce the skull stripped image. The corresponding results 

of pre-processing stage are presented in Figure 2. 

 

    
                                (a)                                              (b) 

 

Figure 2: (a) Input MRI slice (b) Skull stripped image after pre-processing. 

 

C. Segmentation 

The objective of segmentation is to transform the 

representation of an image into some other form that is more 

meaningful and easier to analyze. It enhances certain essential 

features or suppresses some unwanted details which were 

intended for further processing. Vidyarthi et al. applied Otsu’s 

segmentation to brain MR images for extracting the tumor 

structures [24]. It basically segments the image using a bi-

modal histogram, which will differentiate the foreground and 

background pixels. This method was applied to the 

preprocessed image and the resulting observations along with 

segmented region of interest (ROI) were presented in Figure 3. 

  

  
                                    (a)                                      (b) 

  
                                     (c)                                    (d) 

 
                                                 (e) 

 

Figure 3: (a) Preprocessed image (b) segmented map (c) lesion part (d) 
localized lesion part after post- processing (e) segmented ROI. 
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D. Feature extraction 

The wavelet transform confines the energy of the signal in a 

combined space-scale domain. It is essentially a small wave 

like structure that will decompose a given signal with respect 

to translated and scaled versions of it. Wavelet decompositions 

were helpful in the time-frequency analysis of non-stationary 

signals for recognizing the details of the singularities. In this 

research, five different wavelet functions were applied to the 

input MRI images for examining the properties of the lesion 

structures. The 2D-discrete wavelet transform of an image 

f(x,y) of size ‘M’ X ‘N’ was presented in Equations (1) and 

(2). 

 

𝑊𝜑(𝑗0, 𝑚, 𝑛) =  
1

√𝑀𝑁
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1

√𝑀𝑁
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(𝑥, 𝑦),

𝑖 = {𝐻, 𝑉, 𝐷} 
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where ‘j0’represents the starting scale, ‘Wφ(j0,m,n)’ defines the 

approximation coefficients of f(x,y) at scale j0, ‘Wγ(j,m,n)’ 

coefficients add horizontal ‘H’, vertical ‘V’ and diagonal ‘D’ 

details for scales j ≥ j0. 

Five different wavelet functions namely daubechies, de-

meyer, bi-orthogonal, symlet and coiflet were applied to the 

input images. The level of decomposition was maintained to 

be ‘3’. The detail level coefficients along the vertical, 

horizontal and diagonal directions describe the edge activity of 

the image, the approximation coefficients concentrate on the 

inner details of the image.  The de-meyer wavelet 

decomposition for the segmented ROI was presented in Figure 

4. 

Once the wavelet decomposition was completed, statistical 

features could be extracted from each level for characterizing 

the properties of the images. In this work, four first and second 

order statistical features were extracted from the segmented 

regions. The first order features include mean, standard 

deviation, skewness and kurtosis. The second order statistical 

features include energy, entropy, homogeneity and contrast 

parameters. The second order features were represented in 

Equations (3) to (6). The second order features were derived 

based on the co-occurrence matrix ‘G’. 
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(a)                                             (b)  

  
(c)                                             (d) 

 
Figure 4: (a) Input image (b) Level-1 Approximation (c) Level-2 

Approximation (d) Level-3 Approximation 

 

E. Classification 

The first and second order statistical features were extracted 

from the images and stored as feature vectors. These features 

must be trained with a suitable algorithm in order to develop a 

classification system. In this research, support vector machine 

was utilized for classification. It accepts feature vector as 

input and finds out to which class it actually belongs to. Let 

the feature vectors of a given training set X be xi , i =
1,2,3 … . M.  

The training set could belong to any one of the two classes 

ώ1 and ώ2. SVM utilizes the training data to find an optimal 

hyperplane of maximum margin that could separate these two 

classes. This hyperplane can be given as per the Equation 7. 

The radial basis kernel function employed for finding the 

hyperplane was given in Equation (8).  

 

g(x) =  WTx + W0  = 0 (7) 

K(x, xi) = exp (
−||x − xi||

2

σ2
) (8) 

 

where σ and k determine the scaling of the inputs in the kernel 

function. 

 
III. RESULTS AND DISCUSSION 

 

The experiments were carried out on Intel(R) i5 processor. 

The CPU core frequency was 2.3 GHZ and the capacity of the 

RAM was 4 GB. For the execution environment, MATLAB 

R2012b. 5-fold cross validation was utilized in this study i.e. 

the input dataset was partitioned into 5 sets randomly. Each 

time, any one of the five sets is used for testing case, the 
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remaining 4 sets were used for training purpose.  

The performance of each wavelet based detection scheme 

was validated based on sensitivity, specificity and accuracy. 

Sensitivity calculates the percentage of positives which were 

correctly recognized. Specificity computes the proportion of 

negatives that were correctly recognized as such. Accuracy 

measures how well the classifier predicts both positives and 

negatives. The sensitivity, specificity and accuracy are 

calculated as given in Equations (9) to (11). 

 

Sensitivity =  
TP

TP + FN
 (9) 

Specificity =  
TN

TN + FP
 (10) 

Accuracy =  
TP + TN

TP + TN + FP + FN
 (11) 

 

where:   

 

TP  = True positives: samples which were correctly 

identified 

TN  = True negatives: samples which were incorrectly 

identified 

FP  = False positives: samples which were correctly 

rejected. 

FN  = False negatives: samples which were incorrectly 

rejected 

 

Each wavelet function was validated using 5-fold cross 

validation.  The corresponding observations were projected in 

Table 1. The total number of training and testing samples 

considered in this work was 160 and 64 respectively. 

 
Table 1. Performance comparison of 5-fold cross validation for each 

wavelet function. 

 

Type of 

Wavelet 
Fold 

Correctly 

classified 
Misclassified Accuracy 

Daubechies 

1 63 1 98.43 

2 62 2 96.87 
3 63 1 98.43 

4 63 1 98.43 

5 63 1 98.43 

Symlet 

1 60 4 93.75 

2 61 3 95.31 

3 61 3 95.31 
4 61 3 95.31 

5 61 3 95.31 

Coiflet 

1 60 4 93.75 
2 60 4 93.75 

3 61 3 95.31 
4 60 4 93.75 

5 61 3 95.31 

De-meyer 

1 63 1 98.43 

2 63 1 98.43 

3 63 1 98.43 

4 63 1 98.43 
5 63 1 98.43 

Biorthogonal 

1 60 4 93.75 

2 61 3 95.31 
3 60 4 93.75 

4 60 4 93.75 

5 63 1 98.43 

 

These observations indicate that both daubechies and de-

meyer wavelet functions exhibited better performance than the 

other wavelet functions. A comparative analysis of accuracy 

obtained for each wavelet function based classifier was 

presented in Figure 5. 

 

 
 

Figure 5: Accuracy obtained for each wavelet function 
 

IV. CONCLUSION 

 

Computed aided detection of stroke lesions from brain MRI 

helps in identifying the severity level of the affected tissues 

for effective treatment. The properties of these abnormal 

structures were generally complex and non-linear in nature. 
This research aims at examining the various wavelet based 

statistical features for automated detection of ischemic stroke 

lesions. An extensive analysis was carried out with five 

different wavelet functions, namely daubechies, symlet, 

coiflet, de-meyer and bi-orthogonal wavelets. These 

experimental observations indicate that both daubechies and 

de-meyer wavelet functions exhibited better performance than 

the other wavelet functions. Specifically, de-meyer wavelet 

based lesion detection achieved an overall accuracy of 

98.43%. In future, it is planned to validate the results of the 

proposed system by utilizing a wider datasets and also to 

improve the accuracy further by analysing appropriate 

techniques. 
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