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 Research on speaker and accent recognition studies using the Malay language in the field of 
Automatic Speech Recognition (ASR) is limited, with most studies focusing on speech recognition. 
This study proposes to increase the performance Malaysian speakers and accent recognition using 
wavelets transform, namely Wavelet Packet Transform (WPT) and Dual-Tree Complex Wavelet 

Packet Transform (DT-CWPT). A variety of feature extraction combinations, including 
conventional Mel Frequency Cepstral Coefficients (MFCC), Linear Predictive Coding (LPC) and 
wavelets transform, were implemented to compare the effectiveness of the proposed method. 
Although the proposed approach resulted in improved detection rate, it faced challenges in terms 
of high feature dimensionality and increased computation time. To address these issues, the Genetic 
Algorithm (GA) approach has been adopted to reduce the number of irrelevant features, accelerate 
the learning system and achieve better performance. The extracted features were trained using 
various classifiers, including  k-Nearest Neighbors (k-NN), Support Vector Machine (SVM) and 
Extreme Learning Machine (ELM). The experimental results showed that the best speaker 

recognition accuracy was 97.33% for English numbers using SVM classifier and 96.02% for Malay 
words using the ELM classifier with a combination of wavelets, LPC and MFCC features. For 
accent recognition, the ELM classifier yielded the best performance, achieving 95.28% accuracy 
for English numbers with a combination of wavelets and MFCC features and 96.72% for Malay 
words using combined feature extraction of wavelets, LPC and MFCC feature extraction. It can be 
concluded that Malay words yielded better recognition rates than English numbers. Furthermore, 
use of GA effectively reduced the overall number of features while maintaining high accuracy 
level. 

 

Index Terms: 
Feature selection 

Genetic Algorithm 
Speaker and accent recognition 
Wavelet packet Transform 
 

I. INTRODUCTION 

Automatic Speech Recognition (ASR) is a process that 

stores converted voice signal or continuous audio speech data 

in computational format. This storage of different voices is 

important to represent good pronounciation examples. The 

important part of ASR, is feature extraction, which entails  it 

extracting relevant signal data from a particular voice or 

speech. Various feature extraction techniques have been 
developed to achieve higher recognition accuracy. 

Conventionally, Fourier Transform has been widely used for 

ASR analysis. However, this method is less effective due to 

the lost of time information of the signal [1] and [2]. 

Therefore, wavelet-based approaches have been recognised 

as  valuable tools for analyzing non-stationary signals in both 

time and frequency scale. Previous studies have explored 

various feature extractions techniques. In relation to this, Mel 

Frequency Cepstral Coefficients (MFCC), Linear Predictive 

Coding (LPC) and Linear Predictive Cepstral Coefficients 

(LPCC) are among the popular feature extraction techniques 

used and yield good results. Recently, an alternative approach 

employing wavelet transform has become increasingly 
popular and extensively employed in numerous studies [3]-

[5]. With the rapid development of variety methods in 

extracting the features of ASR, the often-cited problems faced 

by the researchers are dimensionality issues [6], [7]. To 

address this issue, Genetic Algorithm (GA) has been 

identified as one of the feature subset selection methods that 

was found to be effective and extensively used in ASR. The 

following works will describe the features and machine 

learning techniques implemented in this work, focusing on 

the application of  GA optimization.  

In 2018, optimization technique using GA for speaker and 
speech recognition using MFCC as well as Deep Neural 

Network (DNN) was reported by Kaur et al. [8]. The 

performance of the proposed method was compared with the 

Perceptual Linear Prediction (PLP), Relative Spectral 
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Transform (RASTA) PLP and LPCC methods. Experiments 

were conducted in clean environment with added White 

Gaussian Noise (WGN). The results showed that MFCC 

outperforms other techniques in both clean or noisy 

environments. The combination of DNN with MFCC and GA 
yielded the best performance with an average accuracy of 

96.51%, while 94.08% accuracy was obtained using the 

combination of MFCC and DNN without GA.  

Kawase et al. [9] proposed a speech enhancement 

parameter in an ASR system, applying GA to enhance the 

speech recognition effectiveness and roboustness under 

various acoustic conditions. This work investigated noisy 

speech signal and used GA to improve recognition accuracy. 

The initial population in GA was generated both randomly 

and manually, reducing the minimum error rate by 27% and 

7% respectively. The proposed method showed 

improvements in the parameter-set values.  
In a study to reduce the size feature vectors in phonemes 

recognition of Arabic speech, Ibrahim et al. [10] proposed a 

feature selection method using GA. The Feed Forward Neural 

Network (FFNN) was incorporated with the proposed GA 

based feature selection method. The King Abdulaziz City for 

Science and Technology (KACST) Arabic Phonetic Database 

was used in their study. The phoneme recognition accuracy 

results were slightly higher than those obtained using the full-

fledge features vector recognition. A 90% recognition 

accuracy was achieved with a 50% reduction in the dimension 

of the input vector. 
He et al. [11] proposed a speech recognition system design 

using Field Programmable Gate Array (FPGA)-based 

embedded real-time English. This integrated software and 

hardware system collected English speech samples, 

processed the data and outputs control commands. This work 

employed the Genetic Algorithm Continuous Hidden Markov 

Model (GA_CHMM) to obtain better recognition accuracy. 

The performance of GA_CHMM was compared with the 

CHMM algorithm and Viterbi algorithm. English speech 

samples of isolated words from 10 individuals were collected 

and the vocabulary size selected for the test was 100. The 

recognition rate was greatly improved with over 90% after 
using English speech by employing GA_CHMM, CHMM 

and Viterbi algorithm. GA_CHMM results were the highest 

with over 93% followed by CHMM and Viterbi algorithm.  

In a recent study, Albadr et al. [12] presented Optimized 

GA with Extreme Learning Machine (ELM) machine 

learning in Speech Emotion Recognition (SER) system. The 

features were extracted using conventional MFCC features. 

This study tested seven emotions consisting of neutral, 

happiness, boredom, anxiety, anger, sadness and disgust 

using the Berlin Emotional Speech (BES) dataset. Four 

different experiments have been performed namely Subject 
Dependent (SD), SI (Speaker Independent), Gender 

Dependent Female (GD-Female), and Gender Dependent 

Male (GD-Male). It was observed that the optimized GA-

ELM resulted in the highest performance accuracy of 100% 

(SD), 93.26% (SI), 96.14% (GD-Male) and 97.10% (GD-

female). 

Although the results reported in the literature look 

promising, most of their research focus on speech, emotion 

speech and phoneme recognition. Besides, many studies 

employ Fourier transform techniques, such as MFCC and 

LPC features, which are less effective due to the lost of time 
information signal during the transformation from time to 

frequency, as mentioned earlier by [1], [2]. These studies also 

generally use GA without indicating the best and appropriate 

parameter settings. Thus, there is no guarantee of optimality 

of the obtained solution. In addition, lengthy computation 

times of running GA was mentioned during the training 

phase. Therefore, in this study, WPT, DT-CWPT, LPC and 
MFCC are employed using a new database extracted from 

original voice signals of Malaysian speakers. After 

consolidation, a larger number of features are obtained after 

the consolidation. The combination of these extracted 

features produces a larger feature set. GA is proposed to 

select optimal features, overcoming the curse of 

dimensionality and improving learning speed. The k-Nearest 

Neighbors (k-NN), Support Vector Machine (SVM) and 

Extreme Learning Machine (ELM) classifiers are used to 

measure the performance of the recognition rate. 

II. METHOD 

The speech corpus was extracted from 75 speakers (female 

and male) of different races, who were undergraduate 

students at the University Malaysia Perlis. The speakers 

pronunounced selected Malay words and English numbers (0 
through 9) for 15 sessions, resulting in 23, 625 speech sample 

files. The predefined numbers and Malay words were 

arranged randomly in each session. The Malay words consist 

of vowels /a/, /i/, /o/, /u/ and /ε/ represent “front” and “back” 

vowels and one diphthong (au). These words are 

monosyllable and bi-syllable structures. Both structures were 

chosen to compare the effectiveness of each structure in the 

recognition rate. This study is an extension of a work 

proposed by [13] and details of the collected dataset are 

presented in Table 1. 

 
Table 1 

Collected dataset details 

 

Item Description 

Speakers 75 

Session /speaker 15 times 

Age 19-24 years old 

Utterances 

1. Malay word: Aku, Basi, Cap, Jalan,  

Jam, Muka, Pas, Pulau, Rabu, Sen,  

Tol 

2. English numbers (0 until 9) 

Race Malay, Chinese, Indian 

Microphone Stereo microphone 

Audio file format Wav 

Sampling    

frequency 
16kHz 

Room type Close room environment 

 

The proposed block diagram for speaker and accent 

recognition is shown in Figure 1. The 44.1 kHz voice signal 

sampling frequency was down sampled to 16 kHz for speech 
processing purposes. Ai et al. [14] reported that most of the 

salient speech features were within 8Khz bandwidth, hence, 

the down sampled value was considered reasonable. Voice 

signals from the database were extracted using feature 

extraction algorithms, such as MFCC, LPC and several types 

of wavelets transform (DT-CWPT and WPT). By this stage, 

all of the necessary information to differentiate between 

speaker and accent has been retained. The combined features 

were then optimized using the GA to select the best optimal 

feature subset from its original features based on natural 

selection [15]. The selected optimized features were 
investigated using the k-NN, SVM and ELM classifiers.  
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Experiments were conducted by grouping the features into 

four different categories: combining features from wavelets 

only, wavelets and LPC, wavelets and MFCC, as well as 

wavelets with LPC and MFCC features. Four different 

experiments as listed in Table 2 were used to determine the 
accuracy of learned speeches. 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 
 

 

 
Figure 1. Block diagram of the proposed speaker and accent recognition 

 
Table 2 

Summary of experiments 

 

Experiment Feature extraction category Classifier 

1 DT-CWPT + WPT 

k-NN, SVM 

and ELM 

2 DT-CWPT + WPT + LPC 

3 DT-CWPT+WPT+ MFCC 

4 
DT-CWPT + WPT + LPC +     

MFCC 

 
Many feature extraction methods were adopted in ASR. In 

this study, WPT, DT-CWPT, LPC and MFCC were employed 

and the explanation of these methods is described below. 

 Wavelet Packet Transform (WPT)  

The WPT is an extension of the Discrete Wavelet 

Transform (DWT). The DWT analysis decomposed a signal 

into approximate coefficients and detail coefficients. A lower 

frequency band was used for further decomposition. In 
contrast, WPT decomposed both  lower and higher frequency 

bands into two sub-bands, resulting in a balanced binary tree 

structure produced by a wavelet packet [16]. Therefore, this 

approach provides more information in terms of time-

frequency resolution. Many studies on WPT were extensively 

reported by [17], [18] due to their high accuracy and 

encouraging performances. Fourth-order Daubechies 

wavelets were employed based on observations from 

previous studies as reported by [19], [20]. This particular 

wavelet family is best suited for the analysis of speech 

signals. Moreover, it had sharp filter transition bands, time-

invariant and is computationally fast. 

 Dual-Tree Complex Wavelet Packet Transform

 (DT-CWPT)  

The DT-CWPT technique contains two Discrete Wavelet 

Packet Transform (DWPTs) that operated in parallel. The 

voice signals were decomposed by DT-CWPT and divided 

into sub-bands, producing low and high frequencies. To 

construct DT-CWPT, both sub-bands were repeatedly 

decomposed using low and high pass perfect reconstruction 

(PR) filter banks (FB). The real part is the first FBs, while the 

imaginary part is the second FBs of the DT-CWPT. Since the 

DT-CWPT is made up of two FB wavelet packets operated in 
parallel, the filter for the second FB wavelet packet is 

identical to that of the first FB wavelet packet. Figure 2 shows 

the real part (first wavelet packet FB) at level five for DT-

CWPT [21]. Replacing the first stage filters by hi
(1)(n) by hi

(1)
 

(n-1) and replacing hi(n) by hi
’(n) for i  {0,1} will result in 

the second wavelet FB. In this study, 5 levels of DT-CWPT 

decomposition were employed, with non-linear entropy 

features extracted from each sub-band. The total number of 

feature vectors produced was 124, generated from both sub-

bands of DT-CWPT. 

 

 
 

 
Figure 2. The forth-level of DT-CWPTs on the first wavelet packet FB 

 Linear Predictive Coding (LPC) 

LPC methods are widely used in ASR. This method is 
based on a mathematical approximation of the vocal tract. 

The linear prediction is based on the concept that the present 

Voice signal 

Accuracy 

GA optimization algorithm 

Combined features 

Feature extraction 

Feature subset selection using GA 
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sample was based on a linear combination of previous 

samples [22]. It can be described in Equation 1.  

 

ŝ(n) = ∑   𝑎𝑘    𝑠(𝑛 − 𝑘)𝑝
𝑘=1   (1) 

 

According to Equation 1, ŝ(n) represents the estimated 

sample, ak signifies the linear prediction coefficients, p 

denotes the order of the model, and s (n-k) refers to the 
previous speech sample. A suitable value for the p order was 

found between 8-20 in the recognition system, as reported by 

Prasana et al. [23]. However, Yusnita et al. [24] observed 

favorable result at 16 orders. Based on the experimental 

observation, the order of p was fixed as 16, as it generated a 

good performance.  

 Mel Frequency Cepstral Coefficients (MFCC) 

The MFCC was introduced by Davis and Mermelstein 
based on the human auditory system. The Mel-frequency 

scale below 1 kHz is a linear frequency spacing and 

frequencies above 1 kHz is a logarithmic spacing. This can 

be expressed mathematically in Equation 2 as: 

 

𝑀(𝑓) = 1125 ∗ log𝑒(1 +
𝑓

700
)  (2) 

 

In the MFCC approach, the voice signal undergoes several 
steps, including frame blocking, windowing, Fast Fourier 

Transform (FFT), Mel filter bank and computing Discrete 

Cosine Transform (DCT). First, the voice signal was 

segmented into small blocks for framing purposes. As 

reported Jain and Sharma [25], speech signals exhibit quasi-

stationary over short periods(20-40ms). The short time 

frames of 32ms with a 50% overlap and a Hamming window 

were applied to the frames, making them more adaptable for 

spectral analysis and smoothing the signal. Then, FFT was 

applied, converting each sampling frame from the time 

domain into the frequency domain. The Mel scale was based 

on pitch perception. To obtain a smooth magnitude spectrum, 
a triangular-shaped filter was used. Finally, DCT was used to 

convert the log Mel-spectrum into the time domain, and 

MFCCs were generated after applying DCT. 13 MFCCs 

features were used to investigate the voice characteristic of 

the speaker. 

 Feature Subset Selection using Genetic Algorithm 

In this study, GA was employed to select the best subset of 
eigen-features to classify the speaker and accent recognition. 

Feature subset selection is the process of choosing 

important/relevant features from the original data feature 

domain by removing redundant, noisy or irrelevant features 

without changing them. Therefore, the recognition rate 

increases when a small number of features, and the 

computation time decreases. According to a previous study 

reported by [8]-[12], GA is recognized as one of the best 

algorithms and feature selection methods due to its 

effectiveness and promising accuracy. Table 3 summarizes 

the parametric settings of GA employed for the speaker and 

accent recognition. 
GA is a method for solving an optimization problem 

inspired by biological evolution based on natural selection. A 

basic form of GA relies on genetic operators: selection, 

crossover and mutation. The elements of GAs used in this 

study are population size, fitness function, selection method, 

crossover, mutation and elitism. The basics of GA started 

with the population, which is a subset of solutions to produce 

a new or current generation. Population size refers to the 

number of chromosomes (individuals) in the population. 

Previous studies have reported that a good population size is 

between 20–30, while others [26]-[28] suggest a size of 50–

100. In this study, a population size of 100 was employed.  
Selection is the process of selecting chromosomes from the 

population to contribute to the next generation. There are 

many methods used for selection, namely elitist, truncation, 

tournament, roulette wheel and more. For this study, 

tournament selection was employed. Tournament selection is 

a method that randomly selects an individual from a 

population, involving several “tournaments” among a few 

individuals. The winner from each tournament will be chosen 

for the crossover. This method is commonly used in studies 

as it can accommodate negative fitness values. Due to its 

efficiency, simplicity. and speed, as mentioned by [29]-[31], 

a tournament size of 2 was used. The crossover operator 
roughly mimics biological recombination, merging two 

individuals to form a crossover offspring for a new 

generation. The arithmetic crossover was applied, as this 

operator linearly combined the two parent chromosomes. 

Based on research by [32], [33] cross-values ranging from 0.5 

to 1.0 were reported as optimal for GA employment. A 

mutation operator takes place after a crossover was 

performed. This operator was used for the exploration of 

search space to avoid local minima. The mutation probability 

(pm) was set to a low value to prevent GA from being reduced 

to a random search when the probability was high. Thus, the 
mutation probability was set to 0.05 as proposed by the 

previous studies reported by [34]-[36]. 

 
Table 3 

The Parameter Settings of GA 

 

Parameters Setting 

Population size 100 

Selection method Tournament, size 2 

Mutation type Random, 0.05 

Crossover type Arithmetic, 0.05 

 Statistical Analysis 

The features were exmined using one-way Analysis of 

Variance (ANOVA) and box plot analysis. ANOVA tests 

were performed before and after the application of GA for 

speaker and accent recognition, using the F score technique 

with a significance level of 0.05. Table 4 shows the p-values 
and F scores for accent recognition using four different 

feature sets. These features were derived from utterances 

using English numbers before and after the GA 

implementation. 

 
Table 4 

ANOVA test for accent recognition (English numbers) 

 

No 
Consolidation of 

features 

Before GA After GA 

p- 

value 

F 

score 

p- 

value 

F 

score 

1 Wavelets only p<0.05 28.97 p<0.05 86.01 

2 Wavelets + LPC p<0.05 5.33 p<0.05 73.15 

3 
Wavelets + 

MFCC 
p<0.05 5.29 p<0.05 74.02 

4 
Wavelets+ LPC 

+ MFCC 
p<0.05 5.37 p<0.05 64.43 
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From Table 4, all the p-value are less than 0.05, leading to 

the rejection of the null hypothesis, which states no 

differences in means exist within the group. The analysis 

results showed that there were significant differences in the 

combined feature extraction methods proposed before and 
after the implementation of the GA.  

In addition, the F-score value increased after the 

application of GA. This result suggests that the mean of the 

interclass variation between samples was greater compared to 

the intra-class variation within samples.  

Furthermore, these observations are in line with the 

findings from the box plot analysis, which is further 

explained below. Figure 3 and Figure 4 present the box-plot 

analysis using Malay words for accent recognition. The 

angled lines represent the confidence interval around the 

median, while the centreline of the box in the plot indicates 

the median. The ends of the boxes inside the figure refer to 
Inter-Quartile Range (IQR). The ‘+’ sign in the plot refers to 

the outliers, while the whiskers below and above the box 

indicate the extent of the remaining data. In this box plot 

analysis, the mean between groups before the GA showed 

similarities, whereas, there were significant differences after 

using the GA between groups of different accents. For accent 

recognition using Malays words as illustrated in Figure 3, the 

IQR for group 1,2 and 3 ranged from 2.9-3.0. In contrast, 

Figure 4 showed the IQR for groups 1, 2 and 3 was around 

0.7- 0.8. Hence, it showed a significant difference before and 

after the GA was applied. 

 Classification 

The recognition results were obtained using 10-fold cross-

validation to ensure the reliability of the classifiers. The 

method offers  the advantage of  avoiding overlap between 

training and validation data. In this method, nine sets of data 

were used for training and one set was used for validation. 

The cross-validation process was executed ten times without 

data repetition. For speaker recognition, 75 classes were 
employed to represent the speech of 75 individuals, while 

three classes of accent recognition were used to represent 

Malay, Chinese and Indian accents, with 25 samples per class 

accent. The total number of samples for the speaker is 23625. 

Since 10-fold cross-validation was used, the number of data 

for one class per fold was calculated by dividing 23,625 by10 

and then dividing the result by 75 subjects, yielding 32. 

Therefore, for one fold, there are 32 data points for one class. 

Meanwhile for accent recognition, the total samples (23,625) 

were divided by 10 and then divided by three accents, 

resulting in approximately 788. Hence, for one fold, there are 
approximately 788 data for one  class. The k-NN, SVM and 

ELM supervised classifiers were used for the speaker and 

accent recognition. The fundamentals of these classifiers are 

described in the following paragraphs. 

 

1) K-Nearest Neighbor 

The k-Nearest Neighbor (k-NN) is a classification 

approach based on lazy learning [37]. It is a simple and 

supervised algorithm that classifies new instance queries 

based on the majority voting of k-Nearest Neighbors. A class 

label is assigned according to the majority  count of k-nearest 

neighbors from the training dataset. To locate the nearest 
neighbors, the k-NN algorithm is implemented using 

Euclidean distance. Euclidean distance is  defined in Equation 

3 below. 

 

𝑑𝐸[𝑥, 𝑦] = ∑ √𝑥𝑖
2 − 𝑦𝑖

2
𝑁

𝑖=1
  (3) 

 

From this k-NN category, the class label of the test sample 

can be determined by applying majority voting among the k-

nearest training speech samples. Generally, higher values of 

k will reduce the effect of noise on the classification but may 

lead to less distinct boundaries between classes [38]. 

 
 

Figure 3. Boxplot before using GA for Wavelet and MFCC based 

features for accent recognition (Malay words) 

 

 
 

Figure 4. Boxplot after using GA for Wavelet and MFCC based feature 

for accent recognition (Malay words) 

 

In this study, the value of k ranging between 1 and 10 was 

used and the best value of k was presented in Table 5 until 

Table 8. 

 

2) Support Vector Machine 
The Support Vector Machine (SVM) is a supervised 

algorithm designed to handle binary and multi-class 

classification problems. In cases of multi-class classification, 

multiple binary classifications are used, which can be either 

one-against-all or one-against-one. In this study, multi-class 

classification was employed since the data of this work 

contained non-linear samples. To distinguish between 

different classes of input data samples, SVM constructed a 
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hyperplane by searching for an optimal hyperplane. Since 

SVM employs linear algorithms on data in high dimensional 

space, it can achieve excellent performance [39]. The best 

parameters of the regularization parameter (Cost, C) and 

(gamma,γ) were optimized using the Lib SVM Tool [40]. 
Tables 5 through Table 8 show all parameters found 

empirically through simulation. 

 

3) Extreme Learning Machine 

Extreme Learning Machine (ELM) is a new method 

introduced by Huang et al. [41] and is characterized as a 

Single Hidden Layer Feed-Forward Networks (SLFNs).  

Unlike conventional neural networks such as ANN, the 

hidden nodes or neurons in the ELM algorithm do not require 

tuning. Instead, the weights of the hidden nodes are randomly 

assigned,  and the output nodes are calculated using a simple 

inverse operation. Therefore,  ELM provides an extremely 
fast and efficient learning speeds, as well as strong 

generalization capabilities compared to other machine 

learning. The regularization coefficients of the ELM 

classifier, ranging between -10 and 10 are depicted in Table 

5 until Table 8. 

III. RESULTS AND DISCUSSION 

The performance of different classification schemes was 

performed with the consolidation of features extracted from 

non-linear features using wavelets transform, LPC and 

MFCC. The recognition results are presented in Table 5 to 

Table 8 using k-NN, SVM and ELM classifier. These tables 

show the accuracy of the speaker and accent recognition 

employing English numbers and Malay words before and 

after applying GA. 

Table 5 and Table 6 show the results of speaker recognition 
with a combination of wavelets only, wavelets + LPC, 

wavelets + MFCC and wavelets + LPC + MFCC for both 

English numbers and Malay words. As presented in Table 5 

and Table 6, the performance of the recognition rate using 

wavelets transform for speaker recognition of English 

numbers and Malay words is promising when using the ELM 

classifier. For English numbers, the accuracy of 95.26% 

before GA and 93.14% after GA was achieved using wavelets 

transform as shown in Table 5. Moreover, for Malay words 

in Table 6, the accuracy of 96.06% before GA and 93.43% 

after GA was achieved using wavelets transform. It also can 
be observed that more than half the number of features was 

reduced after applying GA, with the best accuracy (97.33%) 

achieved through the combination of wavelets, LPC and 

MFCC using English numbers. Meanwhile, the best accuracy 

of 96.02% was obtained after applying GA from the  

combination of wavelets, LPC and MFCC using Malay 

words, as shown in Table 6. It can be concluded that the 

adoption of GA for feature combination resulted in a 

reduction of computation time using three different classifiers 

with the SVM classifier’s computation time shrinking by 

more than 50%. 

 
 

 

 

 

 

 

 

Table 5 

Recognition rate (%) with standard deviation (SD) and computation time 

using different combined features for the speaker (English numbers) before 

and after GA applied. 

 

ACCURACY BEFORE GA 

No. of features Classifiers 

k-NN (k) SVM (C,γ) ELM (λ) 

Wavelets (558) 81.25±0.17 

time=330.24 

(3) 

92.29±0.10 

time=4734.35 

(0.062, 1024) 

95.26±0.06 

time=0.53 

(5) 

Wavelets + 

LPC (574) 

82.19±0.17 

time=329.05 

(3) 

92.75±0.14 

time=4769.01 

(0.062, 32) 

95.66±0.08 

time=0.52 

(6) 

Wavelets + 

MFCC (571) 

83.79±0.17 

time=337.16 

(3) 

95.01±0.07 

time=4518.17 

(0.031, 64) 

97.04±0.10 

time=0.58 

(6) 

Wavelets + 

LPC+ MFCC 

(587) 

84.32±0.11 

time=341.50 

(3) 

95.06±0.08 

time=4533.30 

(0.031, 64) 

97.18±0.07 

time=0.53 

(6) 

ACCURACY AFTER GA 

No. of features Classifiers 

k-NN (k) SVM (C,γ) ELM (λ) 

Wavelets (153) 81.61±0.13 

time=90.67 

(3) 

91.41±0.13 

time=1736.02 

(0.5, 1024) 

93.14±0.07 

time=0.38 

(3) 

Wavelets + 

LPC (148) 

81.76±0.12 

time=88.71 

(3) 

91.74±0.08 

time=1693.17 

(0.5, 32) 

93.41±0.07 

time=0.37 

(3) 

Wavelets + 

MFCC (148) 

83.95±0.15 

time=96.94 

(3) 

94.09±0.1 

time=1653.52 

(0.25, 32) 

94.88±0.06 

time=0.38 

(3) 

Wavelets + 

LPC+ MFCC 

(155) 

84.24±0.12 

time=92.17 

(3) 

97.33±0.92 

time=1508.33 

(0.25, 32) 

95.27±0.07 

time=0.40 

(3) 

 
Table 6 

Recognition rate (%) with standard deviation (SD) and computation time 

using different combined features for the speaker (Malay words) before and 

after GA applied 

 

 

ACCURACY BEFORE GA 

No. of 

features 

Classifiers 

k-NN (k) SVM (C,γ) ELM (λ) 

Wavelets 

(558) 

82.60±0.15 

time=407.10 

(3) 

93.82±0.06 

time=5025.38 

(0.062, 32) 

96.06±0.04 

time=0.67 

(6) 

Wavelets + 

LPC (574) 

83.49±0.14 

time=408.08 

(3) 

94.05±0.07 

time=5108.43 

(0.062, 32) 

96.34±0.06 

time=0.62 

(6) 

Wavelets + 

MFCC 

(571) 

85.33±0.10 

time=403.39 

(3) 

95.82±0.06 

time=4469.67 

(0.015, 128) 

97.26±0.05 

time=0.63 

(5) 

Wavelets + 

LPC+ 

MFCC 

(587) 

85.85±0.13 

time=405.80 

(3) 

95.96±0.09 

time=4546.84 

(0.015, 128) 

97.65±0.05 

time=0.61 

(6) 

ACCURACY AFTER GA 

No. of 

features 

Classifiers 

k-NN (k) SVM (C,γ) ELM (λ) 

Wavelets 

(130) 

81.39±0.13 

time=101.90 

(3) 

92.67±0.10 

time=1604.50 

(0.5, 32) 

93.43±0.10 

time=0.45 

(3) 

Wavelets + 

LPC (148) 

81.75±0.13 

time=88.22 

(3) 

91.75±0.09 

time=1700.37 

(0.5, 32) 

93.41±0.08 

time=0.38 

(3) 

Wavelets + 

MFCC 

(147) 

83.61±0.15 

time=105.70 

(3) 

93.71±0.09 

time=1550.12 

(0.25, 32) 

94.76±0.08 

time=0.44 

(3) 

Wavelets + 

LPC+ 

MFCC 

(146) 

86.57±0.11 

time=104.37 

(3) 

95.23±0.07 

time=1487.67 

(0.25, 32) 

96.02±0.08 

time=0.45 

(3) 

 

Table 7 and Table 8 present the results of accent 

recognition using English numbers and Malay words. From  
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Table 7 

Recognition rate (%) with standard deviation (SD) and computation time 

using different combined features for the accent (English numbers) before 

and after GA applied 

 
 

ACCURACY BEFORE GA 

No. of 

features 

Classifiers 

k-NN (k) SVM (C,γ) ELM (λ) 

Wavelets 

(558) 

90.11±0.12 

time=318.56 

(3) 

93.55±0.14 

time=8026.54 

(2, 8) 

95.61±0.07 

time=0.51 

(4) 

Wavelets + 

LPC (574) 

90.53±0.11 

time=327.71 

(3) 

94.85±0.06 

time=9263.43 

(0.5, 8) 

93.60±0.11 

time=0.49 

(3) 

Wavelets + 

MFCC (571) 

91.57±0.08 

time=339.03 

(3) 

96.30±0.07 

time=9239.27 

(0.25, 16) 

97.25±0.09 

time=0.52 

(4) 

Wavelets + 

LPC+ 

MFCC (587) 

91.83±0.09 

time=347.26 

(3) 

96.37±0.08 

time=9423.11 

(0.25, 32) 

97.32±0.06 

time=0.53 

(4) 

ACCURACY AFTER GA 

No. of 

features 

Classifiers 

k-NN (k) SVM (C,γ) ELM (λ) 

Wavelets 

(153) 

89.66±0.12 

time=89.67 

(3) 

93.09±0.10 

time=5603.60 

(2, 1024) 

93.30±0.08 

time=0.41 

(2) 

Wavelets + 

LPC (140) 

89.05±0.11 

time=81.95 

(3) 

93.54±0.12 

time=3218.34 

(2, 8) 

93.43±0.08 

time=0.35 

(2) 

Wavelets + 

MFCC (162) 

91.35±0.09 

time=103.56 

(3) 

94.92±0.07 

time=3624.12 

(2, 4) 

95.28±0.14 

time=0.38 

(2) 

Wavelets + 

LPC+ 

MFCC (149) 

90.51±0.07 

time=86.97 

(3) 

94.54±0.08 

time=3457.27 

(2, 16) 

94.55±0.11 

time=0.36 

(2) 

Table 8 

Recognition rate (%) with standard deviation (SD) and computation time 

using different combined features for the accent (Malay words) before and 

after GA applied. 

 
 

ACCURACY BEFORE GA 

No. of 

features 

Classifiers 

k-NN (k) SVM (C,γ) ELM (λ) 

Wavelets 

(558) 

90.97±0.10 

time=383.52 

(3) 

95.54±0.08 

time=9046.94 

(0.5, 8) 

96.52±0.09 

time=0.57 

(4) 

Wavelets + 

LPC (574) 

91.39±0.08 

time=394.13 

(3) 

95.75±0.10 

time=9103.65 

(0.5, 8) 

96.74±0.10 

time=0.59 

(4) 

Wavelets + 

MFCC 

(571) 

92.52±0.10 

time=392.97 

(3) 

97.09±0.08 

time=9147.73 

(0.25, 32) 

97.93±0.05 

time=0.59 

(4) 

Wavelets + 

LPC+ 

MFCC 

(587) 

92.87±0.11 

time=419.96 

(3) 

97.19±0.07 

time=9597.77 

(0.25, 64) 

98.17±0.04 

time=0.60 

(5) 

ACCURACY AFTER GA 

No. of 

features 

Classifiers 

k-NN (k) SVM (C,γ) ELM (λ) 

Wavelets 

(153) 

91.55±0.12 

time=111.99 

(3) 

95.10±0.13 

time=3867.42 

(2,8) 

94.61±0.08 

time=0.49 

(3) 

Wavelets + 

LPC (140) 

91.30±0.10 

time=118.01 

(3) 

95.01±0.08 

time=4145.98 

(2,16) 

95.05±0.10 

time=0.42 

(2) 

Wavelets + 

MFCC 

(162) 

91.44±0.10 

time=110.75 

(3) 

95.66±0.08 

time=3992.25 

(2,8) 

95.73±0.10 

time=0.42 

(2) 

Wavelets + 

LPC+ 

MFCC 

(149) 

93.50±0.07 

time=122.59 

(3) 

96.43±0.08 

time=4429.35 

(2,1024) 

96.72±0.07 

time=0.43 

(2) 

 

Table 7, the performance of three different classifiers 

showed that the recognition accuracy was above 89%. The 

best accuracy for accent recognition after applying GA using 

English numbers was 95.28%, which is achieved through the 

combined features of wavelets and MFCC using an ELM 
classifier. The k-NN classifier gave the lowest recognition 

accuracy at 89.05%. Table 8 presents the result of accent 

recognition using Malay words. As shown in Table 8, before 

applying GA, the best recognition rate of 98.17% was 

obtained from the combination of wavelets, LPC and MFCC 

and after applying GA, a 96.72% recognition rate was 

achieved using the same combination. It can be observed that 

almost all of these experiments achieved a feature reduction 

of over 70% from the original feature, along with a reduction 

in computation time. 

The recognition results shown in Table 5 to Table 8, 

demonstrate that the performance using wavelets transform 
(WPT and DT-CWPT) features is promising. The wavelet 

features derived from WPT and DT-CWPT provide good 

accuracy due to the wavelets transform’s ability to perform 

time-frequency analysis. The WPT algorithm offers more 

information on time-frequency resolution, while the DT-

CWPT algorithm comprised of a real and imaginary tree 

structure (lowest and highest frequency sub-band), resulting 

in more efficient, detailed and appropriate information 

features. The implementation of GA successfully reduces a 

large number of features and speed up the computation time 

for the combince features employed. GA significantly 
reduces computation time while maintaining the recognition 

rate with only slight differences within 2%. GA’s 

effectiveness is due to its ability to remove irrelevant and 

redundant features from the complete feature set, thereby, 

mitigating the impact of dimensionality, enhancing 

generalization capability, speeding up the learning process 

and improving model interpretability. Therefore, the 

performance of the learning models improves.  

Based on the results depicted in Table 5 to Table 8, ELM 

classifier performs best , followed by SVM and k-NN 

classifiers. However, the results of SVM and ELM classifiers 

are comparable. The ELM algorithm’ superior performance 
is attributed to its learning efficiency, fast learning speed and 

universal approximation capability. The SVM classifier 

achieves comparable results with ELM in the experiments 

due to its kernel function algorithm, which maps the training 

samples of classes into higher dimensional space. 

The results indicate that the combination features using 

Wavelets, MFCC and LPC achieves the best recognition 

compared to other approaches. This is due to the time-

frequency analysis capability of wavelets transform, the high 

accuracy and low complexity of MFCC features, and the 

reliability, accuracy and the robustness of LPC features, 
which contribute to improved recognition results. Therefore, 

the combined features of wavelets transform with MFCC and 

LPC features results in a better recognition rate. Most current 

ASR research using Malay words focuses solely on speech or 

accent recognition. For example, K. Anggraini et al. [42], 

examined speech recognition for English sentences with Riau 

Malay accent. They used Google Recognizer to isolate words 

from sentences, MFCC for feature extraction and the Hidden 

Markov Model (HMM) for classification. The method 

achieved 94.02% accuracy. In comparison, our method is able 

to predict accent and speaker identification with an accuracy 
of up to 95.28%. 
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S. Darshana et al. [43] investigated eight different accents 

of English using MFCC and Mel-Spectrogram features. They 

investigated a novel, well-structured database, which 

contains speech samples from six different states of non-

native Indian English speaker accents to address the 
unbalanced dataset and speaker mismatch issues. The 

performance of the proposed models was evaluated on the 

novel database using metrics such as precision, accuracy, F1-

score, and recall. Accent classification performance was 

tested using three pre-trained models: ResNet18, ResNet50, 

xResNet18. The xResNet18 achieved the best results, with an 

average of 100% accuracy, precision, recall, and F1-score. 

Trained on Mel-Spectrogram with zero padding at the end, 

the model shows its effectiveness in predicting the English 

accents of non-native speakers. However, its performance in 

terms of malay accent and speaker detection is not available.  

In contrast, this work focuses on non-linear features using 
wavelets transform WPT and DT-CWPT, LPC and MFCC for 

speaker and accent recognition. A direct comparison with 

with the previous works that focus on speech and accent 

recognition in feasible since this work examines speaker and 

accent recognition. 

IV. CONCLUSION 

This study reports an experimental study aimed at 

improving the recognition of Malaysian speakers and accents 

using a combination of Wavelets, LPC and MFCC. To reduce 

the large number of features, a feature optimization 

technique, Genetic Algorithm (GA), was adopted. The 

combined features were then classified using three different 

classifiers: k-NN, SVM and ELM. The findings demonstrate 

that the GA-based feature subset selection has successfully 

produced a smaller subset of features from the combined  
features, yielding favorable speaker and accent recognition 

results. The highest recognition accuracy, 97.33%, was 

obtained using a combination of wavelets, LPC and MFCC 

features. For speaker recognition with Malay words, a 

96.02% accuracy was achieved using the same combination. 

In terms of accent recognition, the combination of wavelet 

and MFCC produced the highest recognition of 95.28% for  

English numbers and 96.72% for Malay words. It is worth 

noting that some recognitions accuracies slightly decreased 

after adopting GA, with differences ranging from 45% to 

2.04%, which is still acceptable. Furthermore, GA application 
led to a significant reduction (almost 50%) in computing 

time, particularly for the SVM classifier.  It was observed that 

the combination of wavelets, LPC and MFCC features 

yielded the best recognition performance (the highest 

performance). Among the three classifiers used, the ELM 

algorithm outperformed both SVM and k-NN classifiers. 

Recognition rates using Malay words were found to be 

superior to those using English numbers. There is still room 

for improvement, particularly the use of other Malay words 

to evaluate speaker and accent recognition. In the future, we 

intend to extend this study using a larger and more diverse  

database and explore other feature optimization techniques, 
such as PSO, PCA and others. 
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