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 Deep learning technique has recently yielded positive results that have increased productivity 
system for artificial intelligent task, especially the digital image processing and advance machine 
vision. The popularity of deep learning technique  has a major impact on solving complex problems 
in many fields, particularly the medical science owing to its applications in medical imaging, 

disease diagnosis, and much more. However, successful application of deep learning depends upon 
the appropriate setting of the parameters to achieve better result. Therefore, this paper presents a 
comparative analysis of different base learning rate and batch size configurations for arcus senilis 
(AS) classification using deep learning techniques. In this analytical study, a dataset of 402 eye 
images comprising 158 normal and 244 abnormal eye images was employed. Two well-known 
ResNet-50, VGG-19 and pre-trained convolutional neural network (CNN) models have been 
trained and validated with 10-fold cross validation using the proposed dataset. Furthermore, base 
learning rate and batch size were adjusted accordingly to determine the optimal convergence of 

each model by observing the validation accuracy and error. Experimental result shows that the best 
combined system has achieved an overall accuracy of 99.78% with a base learning rate of 0.0001 
and a batch size of 20 on CNN pre-trained model validation set. Moreover, CNN produces the best 
result on F1-score and standard deviation of 99.77% and 0.464 respectively. Thus, it can be 
concluded that CNN requires a considerably smaller number of parameters and reasonable 
computing time to achieve state-of-the-art performances. This study shows that CNN has the 
tendency to consistently improve inaccuracy with growing number of epochs, with no signs of 
overfitting and performance.  
 

Index Terms: 
Arcus Senilis 

Convolutional Neural Network 
Deep Learning 
Hyperparameters 
Non-Invasive 
 

I. INTRODUCTION 

Technological advancements like deep learning technique 

often led to health research improvements, allowing   greater 

precision and clarity in data collection and interpretation.  

Essentially, it is a group of machine learning approaches that 

exploit many layers of non-linear information processing for 
supervised or unsupervised feature extraction and 

transformation, and for pattern analysis and classification [1]. 

Despite of this success, the application of deep neural 

networks remains a black art, often frequently call for years 

of learning to effectively select the best hyperparameters, 

regularization, and network architecture, all of which are 

closely related [2]. Additionally, training the convolutional 

neural network (CNN) to classify the images accurately, 

necessitates the hyperparameters, such as learning rate and 

batch size to be adjusted with extensive trial and error that 

take a long period of time: These hyperparameters will have 

a big impact on the performance on the network's 

performance as it approaches convergence. As stated by 

Smith [3] and Bengio [4], it is widely known that a training 

algorithm will slowly converge if the learning rate is too low, 

and will diverge if the learning rate is too high [4], [5]. 
Moreover, Kandel l et al. stated that one of the most crucial 

hyperparameters is the batch size referred to the number of 

images used to train a single forward and backward pass[6]. 

Currently, the process of determining the hyperparameters, 

including the design of the network architecture, requires 

expertise and extensive trial and error, which is based more 

on chance rather than science. In this study, we propose a 

comparative study for finding and examine the optimal 

settings for base learning rate and batch size hyperparameters 

for AS classification using deep learning.  ResNet-50, VGG-

19 and pre-trained convolutional neural network (CNN) 

models were used in this study. This experimental study aims 
to provide an optimal value of the learning rates and batch 

size to be considered before it is fused into CNN model.  

The rest of the paper is organized as follows: the related 

work is presented in section II. Methodology is presented in 

section III. Section IV discusses the obtained results are 

proposed in section III and the whole paper is concluded in 

section V.  
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II. RELATED WORK 

Banowati et al. [7] developed an application that can detect 

AS using the camera of an Android smartphone. They used 

pre-trained Inception-v3 architectures with 10-fold cross-

validation fused with epoch, batch size, and learning rate 

values of 800, 100 and 0.01 respectively. The proposed model 

has yielded 97.45% classification accuracy. However, these 

methods require longer time to train and test dataset in order 

to achieve better accuracy. Moreover, Kocejko et al. [8] used 

CNN, VGG16, Resnet and Inception architecture with 0.0001 

initial learning rate using Adam optimizer to automatically 

detect the presence of AS. The performance of the models 

was evaluated on a set of images taken by volunteers using a 
custom mobile application. They achieved 88% accuracy for 

detecting AS in a real-world scenario and an F1 score of 86%. 

In addition to the AS study using deep learning approach, 

they are widely appreciated in a variety of medical 

applications, including brain hemorrhage [9], tuberculosis 

[10], COVID-19 [11] and pneumonia detection [12].  

Awwal et al. [9] investigated the advantages of using SVM 

as a classifier instead of a three-layer neural network on brain 

computer tomography hemorrhage. The employed gradient 

descent optimizer with a batch size of 60 and a learning rate 

of 0.001 to train the model for 100 epochs. The validation 
classification accuracy of 90.65% is achieved. Furthermore, 

a study by Munadi et al. [10] proposed a technique in 

detecting the tuberculosis disease via enhancement of pre-

processing approaches using Resnet18 architecture. To 

achieved the goals, batch size of 6 and a learning rate of 0.01 

were fed into the pre-trained Resnet18 model and they 

achieved a satisfactory classification accuracy and area under 

curve scores of 89.92% and 94.8% respectively. Other than 

that, there was a study on well-known corona virus 2019 

(COVID-19) disease via deep learning approach by Ahmad 

Musha et al. on 2022 [12]. This study presented a computer-

aided deep learning model named COVID-CXDNetV2 to 
detect COVID-19 and pneumonia from the X-ray images in 

real-time. The network architecture was trained utilizing the 

Adam optimizer with 0.001 learning rate, 32 batch sizes, with 

a maximum number of epochs 100. The model has obtained 

an overall classification accuracy of 97.9% with a loss of 

0.052 for multiclass classification (COVID-19, pneumonia, 

and normal) and 99.8% accuracy, 99.52% sensitivity, 100% 

specificity with a loss of 0.001 for binary classification 

(COVID-19 and normal). 

Drawn from the above studies, it can be concluded that deep 

learning technique requires a considerably smaller number of 
hyper-parameters and reasonable computing time to achieve 

state-of-the-art performances. 

 

III. METHODOLOGY 

 Datasets 

Dataset is a collection of different types of data stored in a 

digital format. The datasets are mainly made up from 

images, text, audio, video, numerical data points and much 

more to solve various complex artificial intelligence tasks, 

such as image recognition or classification and video 

recognition. In this study, a dataset of 402 eye images was 

used, comprising 158 images for normal and 244 abnormal 

eyes referred to AS images. Moreover, the abnormal eye 

images were obtained from various public medical websites 

while the normal eye images were obtained from UBIRIS 

[26], which is a public database of eye images. 

 Image Pre-processing 

  The collected eye images were then processed in several 

stages consisting of image pre-processing and augmentation. 

The pre-processing phase was initially improved with 

CLAHE and unsharp masking algorithm in the 

preprocessing steps. CLAHE has been used primarily for 

the enhancement of low-contrast medical images [13], [14]. 

CLAHE is an improvement of HE, a method that applies local 

contrast enhancement to the local regions of the image [15], 

[16]. It is a technique commonly used by researchers for 

contrast enhancement of images, especially in the pre-
processing phase, as in [17]–[19]. Moreover, the unsharp 

masking (UM) is a technique of adjusting the contrast of 

images to make the image look sharper. After the image 

quality were enhanced, the image augmentation was used to 

overcome the limitation of dataset. 

 Deep Learning Architecture 

The proposed method was developed using MATLAB 
R2020b programme. After that, the training data was divided 

into training and validation data with a ratio of 70% to 30%, 

respectively. In this analytical study, pre-trained CNN 

(proposed technique), ResNet-50, and VGG-19 models were 

employed. These models were developed using a proposed 

dataset with 10-fold cross-validation with Adam optimizer on 

normal and CA images. 

 Model Evaluation Measure 
To determine the best convergence for each CNN, we 

investigated the training validation accuracy and error 

improvement. Training will automatically stop if validation 

accuracy and errors do not improve. In this study, all models, 

namely the CNN (the proposed method), Resnet-50, and 

VGG-19 were evaluated using confusion matrix to measure 

the classification accuracy as in (1) that is, the total number 

of correct predictions divided by the total number of 

predictions. Table 1 shows a sample of confusion matrix with 

hyperparameter based on a batch size= 10 and a learning 

rate= 0.0 that have four possibilities: First, True positive (TP) 

rate, which is the number of images that classify or predict 
CA images accurately. Second, False positive (FP) rate, also 

known as type I error, which represents the number of images 

misclassified as CA images, in which the images should be 

classified as normal eye images. Third, False negative (FN) 

rate,  also known as type II error, which is the number of 

images misclassified as normal eye images, in which the 

images should be classified as CA images. Finally, True 

negative (TN) rate, which represents the number of accurately 

classified normal images. 

 

Accuracy =  
TP + FN

TP + TN + FN + FP
 (1) 

 
Table 1 

A sample of confusion matrix with hyperparameter; batch size = 10, 

learning rate = 0.01 

 
Model TP TN FN FP 

CNN 45 42 0 5 

Resnet50 3 26 42 41 

VGG19 0 47 45 0 
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IV. RESULT AND DISCUSSION 

Table 1 and 2 below shows the results of the proposed deep 

learning model with 10-fold cross training and validation 

using Adam optimizer on different batch size and learning 

rate on training and validation using the proposed 

architecture.  In Table 1, it shows that CNN and Resnet50 

outperformed VGG19 on each batch size and learning rate. 

VGG19 used less learning rate on each batch size to perform 

accurately but needed longer time to train the dataset, as 

shown in Table 4. Moreover, Resnet50 also performed poorly 

on learning rate of 0.01 on each batch size, while CNN 

performed better on a consistent basis for each batch size by 

learning rate. 
Table 2 shows that all model gained a better accuracy if the 

learning rate were below than 0.01 on each batch size.  CNN 

once again gained better accuracy consistently on every 

learning rate, while VGG19 needed less learning rate of 

0.00001 to gain 100% classification accuracy. Apparently, it 

took a longer time to complete the validation task.  

From the observation on the training and validation 

performance of the model, as shown in  Table 1 and 2, we can 
conclude that the best result was demonstrated by the 

proposed CNN model that produced an excellent average 

classification accuracy of 99.78% with a good values 

standard deviation of 0.4638 on learning rate of 0.0001 and 

batch size of 20. Even though the performance of CNN model 

produced a good result, the Resnet50 model actually 

produced satisfactory result on the average classification 

accuracy of 100%. However, it still could not outperform 

CNN model as the execution time of Resnet50 (851.7 s) was 

higher than the CNN model (707.6 s). 

 

 

Table 2 

Training Performance of Deep Learning Architecture 

 

BS LR 

CNN Resnet-50 VGG-19 

Acc. 

(%) 
Std. Dev. 

Acc. 

(%) 
Std. Dev. Acc. (%) Std. Dev. 

20 

0.01 99.34 0.7891 72.02 18.1496 49.56 1.0627 

0.001 100 0 99.35 1.8864 72.93 18.7295 

0.0001 100 0 100 0 97.82 2.9873 

0.00001 98.52 0.4780 100 0 99.45 0.9348 

30 

0.01 99.43 0.6567 79.12 14.9199 50.66 0.9276 

0.001 100 0 99.35 1.5932 84.23 13.8946 

0.0001 100 0 100 0 99.23 1.0436 

0.00001 98.21 0.2961 100 0 99.34 1.0627 

  
Table 3 

Validation Performance of Deep Learning Architecture 

 

BS LR 

CNN Resnet-50 VGG-19 

Acc. 

(%) 
Std. Dev. 

Acc. 

(%) 
Std. Dev. 

Acc. 

(%) 
Std. Dev. 

20 

0.01 96.76 1.8963 67.27 16.9912 49.36 1.5457 

0.001 99.56 0.7691 98.58 3.7455 75.25 17.1358 

0.0001 99.78 0.4638 100 0 99.07 2.1889 

0.00001 98.68 0.4638 99.01 0.3479 100 0 

30 

0.01 96.84 2.3018 78.04 14.2647 50.96 1.3492 

0.001 99.02 1.6464 98.91 1.5322 82.51 13.0963 

0.0001 99.78 0.4638 99.56 0.5680 99.95 0.1581 

0.00001 98.9 1.4980 99.12 0.4638 100 0 

 
Table 4 

Validation Execution Time (s). 

 

Batch size: 20 

Models 0.01 0.001 0.0001 0.00001 

CNN 734.1 758.8 707.6 744 

Resnet50 854.4 867.5 851.7 877.5 

VGG19 1719.3 1726.4 1831.3 1821.6 

 

 

V.  CONCLUSION 

 This study is a comparative analysis of different base 

learning rate and batch size configurations for arcus senilis 

(AS) classification using deep learning techniques. For this 

purpose, 158 normal eye images and 244 AS eye images from 

UBIRIS and online medical images respectively were 
analyzed. Experimental result showed that the best combined 

system demonstrated an average classification accuracy of 

99.78% with base learning rate of 0.0001 and batch size of 20 

on CNN pre-trained model validation set. The performance 

of Resnet50 also can be considered as the best result for AS 

classification but it took a longer execution time compared to 
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the CNN model. Overall, the model works well based on the 

hyperparameter tuning, but further research is needed to 

optimize the time execution and include larger databases to 

determine the impact on the classification process. The 

technique can also be used to diagnose eye problems caused 
by many types of eye diseases such as cataracts, diabetic 

retinopathy and pterygium. 

 
Table 5 

The selection of hyperparameters values using on AS classification 

 

Parameters Value 

Model  CNN 

Learning rate 0.0001 

Batch size 20 

Number of epochs 10 

Optimizer Adam 

Dropout 0.5 

Activation function of 

last layer 
 

Softmax  
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