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 User evaluations on social networking sites such as Twitter, YouTube, and Facebook have grown 
rapidly due to their widespread use in sentiment analysis, providing valuable insight for both 
governmental and non-governmental organizations. Analyzing these evaluations not only helps 

improve the effectiveness of products and services, but also aids in the developing operational and 
management strategies. Although various analysis models have been proposed, challenges remain 
in processing, classifying, and accessing user evaluations, such as dealing with complex sentences,  
requiring more than sentiment words and achieving adequate accuracy and performance based on 
limited labeled data. This study primarily examines the performance of three commonly used 
machine learning algorithms proposes an Ensemble method, which combines Naive 
Bayes, Support Vector Machines and K-nearest Neihbor algorithms. The proposed method was 
tested on a Twitter dataset.The Ensemble method creates a classification model by applying the 

three classification algorithms: Naive Bayes, Support Vector Machines and K-nearest Neighbor, to 
for the prediction of unknown example and assigns the predicted class receiving the most votes. 
According to the results, the Ensemble method has an accuracy of 83.28% at 60/40 test split, 
83.27% at 70/30 test split, 83.50% at 80/20 test split, and 86.12% at 90/10 test split, and  F-measure 
of 84.15% at 60/40 test split, 83.72% at 70/30 test split, 84.41% at 80/20 test split, and 86.58% at 
90/10 test split.  In terms of individual performance, k-nearest Neighbor has better accuracy and F-
measure than Support Vector Machine and Naive Bayes while the Ensemble method proves to be 
the most efficient in terms of accuracy and F-measure.  

 

Index Terms: 

Sentiment analysis 
Machine learning  
Ensemble  
Social networking  

I. INTRODUCTION 

Before the advent of the internet, gathering public opinion of 

people was a cumbersome  and time-comsuming process [1]. 

Traditional methods, such as administering questionnaires or 

even verbally asking friends and family, were commonly 

employed by individuals and organizations alike to gather 

customers’ feedback on products and services. However, the 
widespread growth and adoption of social media platforms 

have revolutionized this process. Nowadays, people freely 

share their  unsolicited opinions on wide range of topics 

through comments on blogs and various social media 

platforms [2]. The raw data available on the internet can come 

in various forms, such as numerical or text files, and can be 

structured, semi-structured, or non-structured [3]. Numerous 

research efforts have been dedicated to developing methods 

for interpreting and utilizing information [4]. Sentiment 

analysis gained  popularity as people increasingly turned to 

social media for sharing their opinion[5].  
Social media platforms serves as a digital spaces where 

users can interact and connect with others without being 

physically present. According to [6], “Social media is an 

application that allow users to create and share content or 

participate in a social network”.  While this definition is 

familir to most people, it is important to note that the term 

‘social’ originates from the concept of society, reflecting the 

role of the platform in fostering virtual community and 
connection.  

 Today's generation has embraced Twitter as one of the 

most popular social networking platforms, where users can 

post their thoughts, expressions, or beliefs [7].  Each post, or 

tweet, is limited to a maximum of 280 characters and can be 

viewed by the user’s followers. Twitter users write about a 

wide variety of topics, including social issues, news, events, 

politics, and personal feelings. Twitter, an American 

microblogging and social networking platform, allows users 

to post and interacts with short messages known as tweets. 

Registered users can tweet, retweet and like tweets, while 

unregistered users can only view them [8]. Serving as a 
treasure trove of sentiments for users worldwide, Twitter 

captures thousands of actions, and opinions, on every topic 

imaginable, every second of the day [9]. It is also regarded as 

one of the biggest psychological databases, which is 

constantly being updated and can be used to analyze millions 

of data points [10].  

Sentiment analysis, also known as opinion mining, is a 

method for evaluating spoken or written languages to identify 

its sentiment as positive, negative, or neutral, as well as the 

degree of articulation [11]. With the help of sentiment 

mailto:garzaliqabasiyu@hukpoly.edu.ng.


Journal of Telecommunication, Electronic and Computer Engineering 

24 ISSN: 2180 – 1843   e-ISSN: 2289-8131   Vol. 15 No. 1  

analysis, organizations and corporations can gauge customer 

satisfaction or dissatisfaction with products or their 

company's image. Furthermore, sentiment analysis plays a 

significant role in helping corporations, organizations and 

companies in making informed decisions based on data 
analysis [12]. Sentiment analysis employs machine learning 

algorithms to examine information and determine the 

sentiment levels in various types of data, such as news 

articles, blog posts, tweets, or reviews [13]. The Ensemble 

method for sentiment analysis has received relatively little 

attention. This study examines the performance of three 

commonly used machine learning algorithms and proposes an 

Ensemble method comprising Naive Bayes, Support Vector 

Machines, and K-nearest Neighbor algorithms. The study 

collected tweets related to Nigeria from Twitter, with a 

particular focus on tweets about the #EndSARS protest, 

which occurred in Nigeria from October to November 2020. 
The protest generated numerous tweets from both within and 

outside the country, providing a rich dataset for analysis. 

II. LITERATURE REVIEW 

The study of [14] compared the performance of three machine 

learning algorithms for sentiment analysis on a Nigerian 

Twitter dataset. The increasing use of social media platforms, 

such as Facebook and Twitter, has led to the generation of 

massive amounts of data at a high rate. This data often  

consists valuable information that can be used for decision-

making both local and international businesses[15]. The three 

machine learning algorithms used in this study were Naïve 

Bayes, Support Vector and Maximum Entropy. The results of 

the experiment show that Naïve Bayes outperformed the 

others, with the accuracy of 83%, a precision  99%, and a 

recall of  83% using the Twitter datasets. 
 In another study, [16] presented an Ensemble 

classification system for Twitter sentiment analysis. The 

reserachers used an Ensemble classifier that combined the 

learning algorithms (Naïve Bayes, Random Forest, Support 

Vector Machine and Logistic Regression) to form a single 

classifier with the goal of improving sentiment classification 

accuracy. The results showed that the proposed Naïve Bayes 

had an accuracy of 73.65, Random Forest with accuracy of 

70.61, Support Vector Machine with the accuracy 74.36, 

Logistic Regression with the accuracy 73.44 and the proposed 

ensemble with accuracy 74.67. This shows that the proposed 
ensemble classifier performed better than each stand-alone 

classifier.  

Similarly, the study of [17] implemented the Naïve Bayes 

algorithm with feature selection using Genetic Algorithm for 

sentiment review analysis of online fashion companies. The 

study combined Naïve Bayes and Genetic Algorithms for  

feature selection with the goal of categorizing text in the of 

negative and positive reviews. The results were taken based 

on the accuracy of naïve bayes,  before  and after the addition 

of Genetic Algorithms as feature selection. The results 

indicated that merging the Naïve Bayes with Genetic 

Algorithm feature selection improved accuracy. The accuracy 
of Naïve Bayes algorithm was 68.50%, before using feature 

selection, while the accuracy after using genetic algorithm 

feature selection was 87.50%.  

Another study by [18] used Naive Bayes and k-NN 

techniques to analyze the accuracy of sentiments polarity. 

Tweets about government activities were extracted from 

Twitter website using a Python-based scraper. The tweets 

were divided into two datasets: one is with 50 tweets and 

another with 200 tweets. For the dataset with 50 tweets, Naïve 

Bayes shows 72% accuracy, and outperformed the k-NN 

method. When the dataset was increased by 200, both Nave 

Bayes and k-NN with a value of 5 yielded the same accuracy, 
recall, and precision. However, when the value of k was 

greater than 5, Naïve Bayes showed better result than the k-

NN method.  

Finally, [19] conducted a study and published a paper on 

“Sentiment analysis on customer satisfaction of digital 

payment in Indonesia: A comparative study using K-Nearest 

Neighbor or K-NN and Naïve Bayes”. The aim of the research 

was to assess customer satisfaction with digital payment 

services in Indonesia. Data samples were obtained from the 

Twitter accounts of three distinct digital payment service 

providers. The results revealed that the K-NN classifier 

algorithm had better accuracy than Naive Bayes. 
A review of related works indicates that classifier 

performance is the most challenging issue in sentiment 

analysis. According to a comprehensive review on sentiment 

analysis, the key limitation and issue that has not been 

adequately addressed and evaluated is the performance of 

classifiers [20]. Numerous solutions have been proposed to 

address the classification problem in sentiment analysis. 

Some notable solutions that have effectively improved 

performance issues in sentiment analysis include [17],  which 

uses the Naïve Bayes algorithm and Genetic algorithms for  

feature selection to improve classification performance. 
Similarly, the works of [21] improves sentiment classification 

by combining Support Vector Machine and Naive Bayes for 

sentiment analysis. Furthermore, [22] use term frequency to 

improve classification performance for sentiment polarity in 

sentences.  

Sentiment analysis, like any other technology, faces 

technical issues. Performance is one of the most difficult 

aspects of implementing sentiment analysis as an alternative  

for traditional methods [23]. The primary technical hurdle for 

sentiment classification adaptation is identifying the most 

appropriate sentiment classifier capable of accurately 

classifying sentiment polarity [24]. Generally, base classifiers 
like Naive Bayes classifier, Random Forest classifier, 

Support Vector Machine, K-nearest Neighbor and Logistic 

Regression are being used in sentiment analysis [25]. Despite 

the recent increase in research on sentiment analysis, there is 

a need for more sentiment analysis classifiers to substantially 

enhance the performance of sentiment analysis in social 

media data. Current sentiment analysis classifiers face issues 

such as the inability to handle complex sentences requiring 

more than sentiment words and insufficient accuracy and 

performance due to inadequate data. The goal of this study is 

to propose an Ensemble classifier using majority voting to 
combine three base learning classifiers (Naïve Bayes, 

Support Vector Machine and K-nearest neighbor) to form a 

single classifier, with the aim of improving the performance 

and accuracy of sentiment classification in sentiment 

analysis. 

III. RESEARCH METHODOLOGY 

In this study, tweets related to the #EndSARS protest that 

took place in Nigeria were collected using R Studio software. 

The accuracy of the polarity of the sentiment was determined 

using the Rapid Miner tool, which employed Naïve Bayes, 

Support Vector Machine and K-nearest Neighbor 
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classification techniques. These techniques were analyzed to 

determine the most efficient one among them. 

Regardless of the chosen model, every data mining activity 

follows a specific process, which includes data collection, 

data pre-processing, modeling, and evaluation. The proposed 
method for sentiment analysis in this study involves the 

combination of Naïve Bayes, Support Vector Machine and k-

nearest Neighbor machine learning algorithms. 

A. Data Collection 

Data collection is the stage of data processing where the 

data is collected and analyzed to determine its potential use 

[26]. In this study, data is collected from Twitter, while 

RStudio software was used to retrieve the Tweets from 

Twitter. At this stage, the initial data is collected, analyzed 

and understood so that conclusions can be drawn. Data in the 

form of tweets from Twitter’s social media platforms is  

collected. Twitter offers two types of accounts: one for 
regular users and another for developer accounts using the 

Application Programming Interface (API). While regular 

Twitter users share and read tweets, those with developer 

accounts have access to the Twitter data through the 

API. Data can be collected using unique keys provided by 

Twitter, including consumer key, consumer secret key, token 

key, and token secret key. These keys can be used in various 

multitude programming languages to collect data [27]. 

In this study, approximately fifteen thousand tweets related 

to the #EndSARS protest in Nigeria from 19th October, 2020 

to 21st October, 2020, were extracted from the Twitter 
platform. After analyzing the data, using RapidMiner tools, 

the resulting dataset contained 2,452 tweets ,consisting of 888 

positive, 1009 negative, and 555 neutral classified 

sentiments. The tweet dataset used is imbalanced, meaning it 

does not contain  an equal number of negative, positive and 

neutral tweets. 

B. Data pre-processing  

This stage encompasses all activities required to prepare 

data for entry into a modeling tool, derived from the initial 

raw data. In the text mining process, the obtained data will 

undergo the pre-processing stage. After data collection, the 

next step is to prepare it for analysis. This step involves data 
cleaning, data reduction, and transformation, with the 

following purposes: 
i. Remove duplicate data and tweets that contain 'mention (@), 

retweet (RT)' or links that are unnecessary for the research. 

ii. Create uniform data, such as changing all data to lowercase 

characters. 

iii. Speed up the classification process due to the reduced volume 

of data. 

C. Feature Extraction  

Feature extraction is a crucial step in classification, as data 

mining techniques need numerical vectors as they cannot 

learn from raw data. This step extracts key features from raw 

data, typically reflecting the extracted features in a numerical 

form [28]. In this study, feature extraction was performed 
using term frequency-Inverse Document Frequency (TF-

IDF), a popular technique for feature extraction in text mining 

research. The term frequency indicates the number of times a 

term has been repeated in a text, while inverse document 

frequency is represented by IDF. 

 

 

TF-IDF is caculated as follows: 

TF − IDF = TF (w) ∗ IDF  (w)                       (1)        

 

where: 

TF (w)  =  
No.  of times word ′w′ appears

   Total No. of words
 

 

IDF (w)  =  log  (
𝑇𝑜𝑡𝑎𝑙 𝑁𝑜.  𝑜𝑓 𝑑𝑜𝑐𝑠

𝑁𝑜. 𝑜𝑓 𝑑𝑜𝑐𝑠 𝑤𝑖𝑡ℎ ′𝑤′
) 

D. Modeling 

Modelling begins once the data pre-processing stage is 

complete. A modeling technique is selected from several 

available models, with Naïve Bayes, Support Vector machine 

and K-nearest Neighbor used in this study. 

 
E.  Ensemble Method  

The objective of this study is to combine Naïve Bayes, 

Support Vector Machine and K-nearest Neighbor algorithms 

using majority voting ensemble methods. The method 

employes three base classifiers that predict the same input 

data. The predictions can then be used as new data to derive  

a single prediction of sentiment polarity. This method 

optimally improves the sentiment classification performance 

that each base classifier can achieve, yielding better results. 

The majority voting ensemble machine learning model 

incorporates predictions from multiple models [29], 
increasing the performance and efficiency of the model.  For 

classification, the predictions for each label are tallied, and 

the label with the highest votes is predicted. 

 

 
Figure 1: Proposed ensemble method 

 

 

F. Performance Evaluation  

The best way to measure the performance of text 

classification models involves measuring key metrics 
accuracy, precision, recall and F-measure, which are defined 

based on predicted and actual classes label [30].  To calculate 
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these metrics, we must first understand the following 

notations, known as the confusion matrix. 

 
Table 1 

 The confusion matrix 

 

 

Actual 

class 

Predicted class 

 Class= Yes Class= No 

Class = Yes True positive False positive 

 

Class = No 

 

False negative  

 

True negative  

 
Table 2 

 Performance metrics  

 

Accuracy Precisio

n  

Recall  F-measure  

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 2 ∗

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

IV. RESULT AND DISCUSSION  

Experiments were conducted using Naïve Bayes (NVB), 

Support Vector Machine (SVM), and K-nearest Neighbor 

(KNN) classifiers to classify sentiments into positive, 

negative, and neutral classes. The dataset was divided into 

training and testing sets using 60:40, 70:30, 80:20, and 90:10 

splilts, respectively. Even though the proposed Ensemble 

combines Naïve Bayes, Support Vector and K-nearest 

Neighbor, each method was also evaluated individually as 

well to assess their performance and efficiency. 

Consequently, the three methods were compared against the 
suggested method. 

The accuracy, precision, recall, and F-measure for each 

techniques were  calculated and analyzed in order to 

determine the relative performance. 

 
Figure 2: Distribution of sentiments 

A. Evaluation result  

Experiments were conducted on Twitter tweets containing 

#EndSARS for sentiment classification. To evaluate our 

approach, we first assigned a polarity for each user comment 

by using VADER (Valence Aware Dictionary for Sentiment 

Reasoning), a tool available in RapidMiner that shows the 

positive or negative sentiment of a sentence. Then, we used 

RapidMiner as a data mining tool to classify and evaluate the 

results of user tweets. Table 3 displays the accuracy, 

precision, recall, and F-measure for each split validation 

using the four data mining methods: Naïve Bayes, Support 

Vector Machine, k-nearest Neighbor, and Ensemble.  
 

Table 3 
Performance of Machine Learning algorithms and ensemble method 

 

Test 

split 

Classifier  Accurac

y 

Recall   Precision  F-

measur

e 

60/40 Naïve 

Bayes  

64.93% 64.79% 71.73% 68.08% 

Support 

Vector 

Machine  

70.44% 60.28% 52.74% 56.26% 

k-nearest 

Neighbor  

80.73% 82.88% 83.72% 83.30% 

Ensemble  83.28% 79.89% 88.88% 84.15% 

70/30 Naïve 

Bayes  

65.44% 64.71% 72.88% 68.55% 

Support 

Vector 

Machine  

71.97% 61.65% 53.18% 57.10% 

k-nearest 

Neighbor  

79.86% 82.07% 83.00% 82.53% 

Ensemble  83.27% 79.23% 88.76% 83.72% 

80/20 Naïve 

Bayes  

65.58% 65.32% 72.93% 68.92% 

Support 

Vector 

Machine  

70.47% 60.30% 52.74% 56.27% 

k-nearest 

Neighbor  

79.43% 81.86% 83.39% 82.62% 

Ensemble  83.50% 79.90% 89.46% 84.41% 

90/10 Naïve 

Bayes  

68.16% 68.21% 75.09% 71.48% 

Support 

Vector 

Machine  

72.24% 61.80% 53.25% 57.23% 

k-nearest 

Neighbor  

79.18% 81.40% 83.02% 82.32% 

Ensemble  86.12% 82.91% 90.58% 86.58% 

As shown in Table 3, when the dataset is split into a 60% 

for training set and a 40% a testing set, the accuracy (the ratio 

of correctly predicted tweets on total tweets) of NVB is the 

lowest among the four at 64.93%, with a recall of 64.79% 

(indicating that Naïve Bayes yields a 64.79% value in 

identifying positive tweets). The precision (the ratio of true 

positives to total positives) is 71.73%, while the F-measure (a 

balance between recall and precision) is 68.08%. The SVM 

has an accuracy of 70.44%, a recall of 60.28%, a precision of 

52.74% and the lowest F-measure among the four at 56.26%. 
For the KNN classifier, the accuracy is 80.73%, with a recall 

of 82.88%, precision of 83.72% and F-measure of 84.30%. In 

contrast, the Ensemble method, has an accuracy of 83.28%. a 

recall of 79.89%, precision of 88.88%, and an F-measure of 

84.15%.  

When the dataset is split into 70% percent for training and 

30% percent for testing, as shown in Table 3, the accuracy of 

NVB is the lowest among the four at 65.44, with a recall of 

64.71%. The precision is 72.88% and the F-measure is 

68.55%. The accuracy of SVM is estimated at 71.97%, with a  

recall of 61.65%, precision of 53.18%, and the lowest F-
measure among the four at 57.10%. For the KNN, the 

accuracy is 79.86%, with a recall of 82.07%, precision of 

83.00% and F-measure of 82.53%. The Ensemble method has 

an accuracy of 83.27%, a recall of 79.23%, precision of 

88.76% and an F-measure of 83.72%. 

Table 3 demonstrates that when the dataset is split into 80% 

for training and 20% for testing, the accuracy of NVB is the 

lowest among the four at 65.58%, with a recall of 65.32%. The 

precision is 72.93%, and the F-measure is 68.92%. The 

accuracy of SVM is measured at 70.47%, with a recall of 

60.30%, precision of 52.74%, and the lowest F-measure 
among the four at 56.27%. For the KNN, the accuracy is 
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79.43%, with a recall of 81.86%, precision of 83.39% and F-

measure of 82.62%. The Ensemble method achieves an  

accuracy of 83.50%, with a recall of 79.90%, precision of 

89.46%, and an F-measure of 84.41%. 

 Table 3 indicates that when the dataset is split into 90% 
for training and 10% for testing, the accuracy of NVB is the 

lowest among the four at 68.16%, with a recall of 68.21%. The 

precision is 75.09%, and the F-measure is 71.48%. The 

accuracy of SVM is set at 72.24%, with a recall of 61.80%, 

precision of 53.25%, and the lowest F-measure among the 

four at 57.23%. For KNN, the accuracy is 79.18%, with a 

recall of 81.64%, precision of 83.02% and an F-measure of 

82.32%. The Ensemble method achieves an accuracy of 

86.12%, with a recall of 82.91%, precision of 90.58%, and an 

F-measure of 86.58%. 

Among the three classifiers (Naïve Bayes, Support Vector 

Machine and K-nearest Neighbor) used in this study, the 
results showed that K-nearest Neighbor out performs Naïve 

Bayes in terms of accuracy. The result corresponds with the 

research finding of [19]. Similarly, the work of [21] proposed 

the Ensemble of Support Vector Machine and Naive Bayes 

for sentiment analysis, obtaining an accuracy of 78.31% and 

F-measure of 78.20% at 70% training and 30% test split of the 

used sample. However, when applied to the Twitter dataset in 

this study, the accuracy was 81.36% and F1 score was 81.66%, 

while at the same time, the proposed Ensemble method of this 

study yielded an accuracy of 83.27% and F-measure of 

83.72%  at a 70% and 30% test split. 
The proposed Ensemble method, combining Naive Bayes, 

Support Vector Machine and K-nearest Neighbor 

outperformed the approach in [21]. This difference may be 

attributed to the balance and unbalance dataset used in 

training the model.  

V. CONCLUSION 

Sentiment analysis has become a crucial source for 

decision making, with may relying on it to achieve an 

efficient outcomes. Despite the large number of posts and 

writings on social media every day, research in this area is 

still limited. Analyzing social media domains is challenging 

due to their unique features and characteristics, which affect 

sentiment polarity classification.  

In this study, a novel technique for analyzing social media 

domains based on sentiment analysis was introduced. This 
technique aims to enhance sentiment analysis evaluation and 

improve the accuracy and understanding of social media 

sentiment reviews. The developed technique addresses 

performance limitations related to sentence-level sentiment 

analysis and offers an automated model for evaluating 

sentiments. It relies on Term Frequency - Inverse Document 

Frequency for feature selection. 

To evaluate the efficiency of the developed technique, we 

compared it to three well-known methods. The results 

demonstrate a comparison of accuracy and performance 

among the four techniques when applied to a Twitter dataset. 

The comparison highlights how the proposed technique can 
improve accuracy and performance. In terms of individual 

classifier performance, K-nearest Neighbor exhibits better 

accuracy and F-measure than Support Vector Machine and 

Naive Bayes. While the developed ensemble method proves 

to be the most efficient in terms of accuracy and F-measure, 

outperforming the individual classifiers. 
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