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Abstract— Internet of things (IoT) uses a lot of key 

technologies to collect different types of data around the world 

to make an intelligent and integrated whole. This concept can be 

as simple as a connection between a smartphone and a smart 

TV, or can be complex communications between the urban 

infrastructure and traffic monitoring systems. One of the most 

challenging issues in the IoT environment is how to make it 

scalable and energy-efficient with regard to its growing 

dimensions. Object clustering is a mechanism that increases 

scalability and provides energy efficiency by minimizing 

communication energy consumption. Since IoT is a large scale 

dynamic environment, clustering of its objects is a NP-Complete 

problem. This paper formulates energy-aware clustering of 

things as an optimization problem targeting an optimum point 

in which, the total consumed energy and communication cost are 

minimal. Then. it employs the Genetic Algorithm (GA) to solve 

this optimization problem by extracting the optimal number of 

clusters as well as the members of each cluster. In this paper, a 

multi objective GA for clustering that has not premature 

convergence problem is used. In addition, for fast GA execution 

multiple implementation, considerations has been measured. 

Moreover, the consumed energy for received and sent data, node 

to node and node to BS distance have been considered as 

effective parameters in energy consumption formulation. 

Numerical simulation results show the efficiency of this method 

in terms of the consumed energy, network lifetime, the number 

of dead nodes and load balancing. 

 

Index Terms— Clustering; Energy-Aware; Genetic 

Algorithm; Internet of Things. 

 

I. INTRODUCTION 

 

The phrase of Internet of Things (IoT) was initially  used by 

Kevin Ashton in 1999 to describe a world in which 

everything including human, animal and inanimate objects 

would have digital identity for themselves and are capable to 

deliver data via communication networks like internet or 

intranet. Moreover, objects could be controlled and managed 

by smart devices like smartphones, Tablets, and computers 

[1] (see Fig. 1). Presumably, the transition towards the next 

generation networks [2] has led to the emergence of new 

concepts and novel demands. In relation to this, the  

appearance of IoT is one of the thousand results of the internet 

expansion and development in wireless technologies and 

micro-electromechanical systems. One of the most important 

features of IoT is facilitating the connection to the internet for 

all kind of electrical objects. This implies that different home 

appliances (such as watches, electric lamps, refrigerators, 

etc.) could be remotely controlled, turned on and off through 

the Internet. The process of data transition in IoT 

environment no longer require the interaction of “human by 

human” or “human by computer” [3]: the data is transmitted 

automatically based on the default configuration and in 

certain time periods (permanently or momentarily). 

 

 
 

Figure 1: Control and management of things in the IoT 

 

Numerous published literatures and scientific articles have 

investigated diverse aspects and features of IoT e.g. [1] 

enabling technologies for main communication, wired and 

wireless networks as well as elements of wireless sensor 

networks. Enabling technologies for IoT, especially by using 

RFID and its potential has been evaluated in [4]. Enabling 

technologies for IoT such as ubiquitous computing, 

embedded devices, sensor networks, internet protocols, and 

many others have led to conversion of IoT from conventional 

method to smart one [5]. IoT can be used in health section 

too, for example the use of IoT for wireless devices in 

hospitals that employs 6LoWPAN/IEEE 802.15.4, Bluetooth 

and NFC for mHealth and eHealth programs [6, 7]. Various 

business models and architectures are proposed for IoT and 

its potential in economic is massive [8-10]. Architectures of 

IoT and challenges for application development in IoT 

domain have been considered in [11]. 

Power saving is crucial to increase the nodes’ life in IoT. 

To achieve optimum power consumption and consequently 

better results in term of network life, power saving 

procedures should be developed [12]. With regards to the 

nature of the objects in IoT, the power source (battery) of the 

objects in IoT is limited [13]. On the other hand, high scale 



Journal of Telecommunication, Electronic and Computer Engineering 

30 ISSN: 2180 – 1843   e-ISSN: 2289-8131   Vol. 12 No. 2   April – June 2020  

data request from adjacent devices may lead to receiving 

thousands of conflicting messages [14]. Therefore, 

controlling the scalability, communication among the objects, 

complexity and increase of the energy consumption in 

communications need to be addressed in an appropriate way 

[15, 16]. An efficient mechanism should consider some 

factors like load balancing, reliability, quality of service, high 

stability and provision of algorithm with low complexity [17-

19]. 

Presumably, IoT will be the largest engineered system ever 

created by mankind. Accordingly, among all the above-

mentioned features, scalability and minimized energy 

consumption play more important roles than the others [13, 

14, 16]. Hence, this paper proposes a clustering algorithm to 

overcome these challenges. It has been shown that clustering 

of such environments is a NP-Complete problem. Hence, in 

this paper, the clustering algorithm is redefined as an 

optimization problem and then the Genetic Algorithm (GA) 

is employed to solve this problem leading to the clustering of 

IoT nodes and enhancing the scalability and the load 

balancing in the IoT environment. 

In comparison with the other methods of optimization,  the 

reasons for the use of genetic algorithms for clustering and 

the GA have some important benefits [20]: 

 Parallel processing is one of the most important 

superiority of the GA. This means that instead of a 

variable, we can grow a whole of population and moving 

towards achieving the optimal point simultaneously. 

Thus, the speed of convergence is very high. 

 This method can be used to optimize the problems that 

are not well-behaved to their parameters (For example, 

problems with high oscillations or functions, which are 

highly not linear) 

 This method is ideal for optimization of discrete quantity 

problems. 

 In this method, it doesn't matter whether the function 

should be differentiable or not, whereas in most of the 

other methods, the optimization is based on the different 

derivatives of the function. 

Other algorithms, such as the Partial Swarm Optimization 

(PSO), K-Means and Ant Colony Algorithm do not have 

these advantages. 

 Ant Colony Algorithm: According to random selection 

of the objects by the ants and the multiplicity of 

repetitions, the result may be placed in the optimal local 

livestock, which may result in stagnation [21]. 

 Partial Swarm Optimization: There is no evolutionary 

operator and may converge prematurely. Further, the GA 

has the advantage of saving new solutions (A subset of 

the best ones) [22]. 

 K-Means: Dependents are on the initial values of cluster 

centers. Thus, a poor selection of them may result in 

falling in the trap of the local optimum. On the other 

hand, increasing the volume of data may require the 

algorithm to consume more time to find a local optimum 

[23]. 

The GA, which is used in this method is a multi-purpose 

algorithm for clustering that does not have premature 

convergence problem. Further, the fact that the IoT 

communication is bidirectional (objects are capable of 

sending sensed events and receiving executed commands) 

both of consumed energy for received and sent data in the 

energy consumption formula has been considered. In 

addition, node to node and node to CH distance has been 

taken into account as an effective factor in the energy 

consumption. 

The rest of this paper is organized as follows: in Section 2, 

related works are presented. In Section 3 and 4, the problem 

formulation and the proposed method have been described, 

respectively. Section 5 shows the simulation results and 

assesses the proposed mechanism. Finally, Section 6 

concludes the paper. 
 

II. RELATED WORKS 

 

Clustering divides the network nodes into multiple groups, 

wherein the nodes in each group are geographically close to 

each other. Each cluster has a head of cluster that is 

responsible for controlling all activities of the group 

including the transmission, data aggregation, management 

and maintenance of structure [24]. Energy consumption, 

network life and scalability of the network could be improved 

by clustering [25]. To increase the network life time, the GA 

classify the nodes in independent cluster sets, leading to the 

elimination of unnecessary communications among nodes. 

Therefore, network life rises [26, 27]. In [28], an intelligent 

cluster [29] is presented in wireless sensors network. In this 

method, a GA is used to minimize communication gaps using 

a binary representation that is a representative of one sensor 

node. According to [28], the limitation of this method is that 

it does not consider the binary method, and the sensor node 

may substitute between the active and inactive state 

frequently. An efficient plan of cluster-energy based on 

network optimization by the GA is proposed in [30]. This 

plan supposes the network area as a virtual network similar to 

cell packaging and consider each cell as a cluster. The GA 

has been used to divide the nodes among grids equally to 

guarantee load balancing, hence resulting in the increase of 

the  network life. When one of the groups moves from the 

source to the Base Station (BS), the change of pattern in the 

energy consumption and nodes, which are closer to BS would 

have more chances of data transmission. Hence, the energy 

consumption of network will rise: However,  this condition is 

considered in  this model. [31] presented an algorithm  that 

uses chaos logic according to GA in a way that each node has 

calculated its chance to be a Cluster Head (CH) based on 

energy, density, and centrality. Nodes that have high energy 

inform the BS to give a suggestion to nominate a potential 

CH. BS chooses a cluster head by using GA based on a 

cluttered and chaotic reasoning. Although this method uses 

information, such as remaining energy, node density and 

centrality which guarantee the network life, it suffers from the 

problem of the increase communication between the nodes 

and base station as another form of energy loss. In [32, 33], 

an energy efficient algorithm using GA is provided, which is 

based on clustering (GABEEC). However, this approach tries 

to maximize network life by minimizing communication 

distance, but encounter an increase in the overhead data for 

delivering information about the remaining energy of nodes 

to the BS. The increase of signalling leads to energy depletion 

and results in the reduction of network life. A new clustering 

algorithm with cluster members (NCACM) for avoiding 

dissipation of energy is proposed in [34] to reduce the energy 

consumption and to extend the network lifetime. The authors 

determined a confidence value for any sensing node that 

wants to be a CH with some parameters, such as the 

remaining energy of nodes, distances between the nodes, and 

distances between the CHs in each round. The critical 
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problem of these kind of approaches is that the cluster size is 

not uniform and some clusters consist of a huge number of 

sensor nodes in a large area. Thus, the network load is 

unbalanced and some sensor nodes have to transfer data 

through longer distances. 

The above-mentioned clustering methods have mostly 

considered one aspect of theorem (nodes have been 

considered fixed or dynamic) and the problem of scalability 

remains as an unsolved challenge. Since IoT includes home 

appliances, such as refrigerator, which has a permanent 

power supply, both of the battery sensor nodes and non-

battery sensor nodes (power plugged) should be considered. 

Hence, in clustering these objects, a balance must be 

established between homogeneous clusters that have the same 

objects and heterogeneous clusters that  have different objects 

in terms of power supply type. If a cluster had only non-

battery objects, then optimization of energy consumption 

would be vain [35]. Thus, clustering of IoT objects with huge 

diversity (being fixed or mobile, battery less or self-powered 

nodes) and controlling the scalability and their energy 

consumption are important and challenging issues for 

research. To address these issues, a clustering algorithm that 

considers scalability and communication cost among objects 

is suggested. 

 

III. PROBLEM FORMULATION 

 

Consider the typical architecture of the IoT environment, 

given in Figure 2. As shown in this figure, there are some 

geographically placed BSs to cover all the nodes of the IoT 

ecosystem. This is due to the limited amount of energy of 

things, although the energy is one of the most important 

challenges of IoT. Obviously, the direct communication 

between nodes and their corresponding BS leads to the 

acceleration of energy depletion in the nodes [36]. Hence, 

clustering-based communication is an efficient solution for 

this purpose. To design a formula for this energy-efficient 

clustering, the following factors are considered: the distance 

of each node from the BS, the distance of each node from the 

other nodes inside the same cluster, the distance of the CH 

from the BS and the distance between CHs. 

 

 
 

Figure 2: Proposed architecture for the IoT 

 

The definition of notations used in this section is as 

follows: 

 N: the set of sensor nodes 

 dij: the distance from sensor node i∈N to sensor node j∈N 

(m), 

 fi: the distance from sensor node i∈N to the BS (m), 

 bi: the battery level of sensor node i∈N (J(, 

 l: the data size sent by a sensor node (bit(, 

 E: the coefficient for the radio dissipate to run the 

transmitter or receiver circuitry (J/bit), 

 EDA: the coefficient for data aggregation (J/bit(, 

 n: the number of sensor nodes which have positive 

battery level, 

 α: the parameter to determine CH candidates (0 <α≤ 1), 

 Si: 0 if sensor node i has a positive battery level and 1 

otherwise, 

 dis: the distance from the node i to the BS node s, 

 dih:  the distance from node i to the CH h, 

 dhs:  the distance from the CH h to the BS node s. 

The amount of energy used for data transmission is defined 

by two models, depending on the distance between the sensor 

nodes. If the distance is less than the threshold distance (i.e. 

d0), the free space model is used [36, 37]. In all other 

conditions, the multi-path model is used [36, 37]. In the 

former model, energy consumption is proportional to the 

squared distance, and in the later model, energy consumption 

is proportional to biquadrate distance. The amount of energy 

used for data transmission from sensor node i to sensor node 

j is given by, 

 

𝐷𝑖𝑗 = {
𝐸 + Ɛ𝑓𝑠𝑑𝑖𝑗

2 ( 𝑑𝑖𝑗 < 𝑑0)

𝐸 + Ɛ𝑚𝑝𝑑𝑖𝑗
4 ( 𝑑𝑖𝑗 ≥  𝑑0)

  (1) 

  

𝐹𝑖 = {
𝐸 + Ɛ𝑓𝑠𝑓𝑖

2( 𝑓𝑖 < 𝑑0)

𝐸 + Ɛ𝑚𝑝𝑓𝑖
4( 𝑓𝑖 ≥  𝑑0)

  (2) 

 

where: 𝜀𝑓𝑠 = Coefficient of free space model (pJ/bit/m2) 

𝜀𝑚𝑝= Coefficient of multi-path model (pJ/bit/m4) 

 

Amplifier energy used for data reception from a sensor 

node is one E. Note that E is a fixed energy consumption. 

Since every sensor node, including those serving as CHs 

sends one bit of data, it consumes ldij or lfi joules of energy. 

Consequently, decision variables are introduced: 

 xi: binary variable such that xi=1, if sensor node i∈N is 

selected as a CH, and otherwise xi=0. 

 yij: binary variable such that yij=1, if sensor node i∈N 

belongs to the cluster, where sensor node j∈N is a CH, 

and otherwise yij=0 

To improve the network efficiency, a new formulation for 

the clustering problem of sensor networks is proposed. The 

clustering problem is formulated as the following integer 

programming problem by maximizing Equation (3) subject to 

Equations (4) to (6): 

 
∑ (𝑏𝑖−(𝑙 ∑ 𝐷𝑖𝑗𝑦𝑖𝑗+𝑙𝐹𝑖𝑥𝑖𝑗∈𝑁 )−𝑙𝐸 ∑ 𝑦𝑗𝑖𝑗∈𝑁 −𝐼𝐸𝐷𝐴 ∑ 𝑦𝑗𝑖)𝑗∈𝑁𝑖∈𝑁

∑ 𝐷𝑖𝑠
𝑚
𝑖=1 + ∑ 𝑑𝑖ℎ

𝑘
𝑖=1 +𝑑ℎ𝑠

  (3) 

  

𝑥𝑖 + ∑ 𝑦𝑖𝑗 + 𝑠𝑖 = 1 𝑗∈𝑁  , 𝑖 ∈ 𝑁 (4) 

  

(𝑏𝑖 −
𝑎

𝑛
∑ 𝑏𝑘) 𝑥𝑖 ≥ 0 , 𝑖 ∈ 𝑁 (5) 

  
yij = xj ,  i, j ∈ N,  xi∈{0, 1}, 𝑖 ∈ 𝑁, yij∈ {0, 1},  i, j ∈ 𝑁                      (6) 

 

The objective of Equation (3) is to maximize the sum of 



Journal of Telecommunication, Electronic and Computer Engineering 

32 ISSN: 2180 – 1843   e-ISSN: 2289-8131   Vol. 12 No. 2   April – June 2020  

sensor node battery levels after each iteration. Each term in 

brackets of objective Equation (3) is described as follows:  

 The second term enclosed within parentheses represents 

the total energy consumption of sensor node i used for 

data transmission. 

 The third and the fourth terms represent the energy 

consumptions of sensor node i used for data reception 

and for data aggregation, respectively.  

 Below the fraction line, the first term represents the total 

direct distance from all nodes to the BS. The second term 

represents the total distance of the nodes to CH node and 

CH to BS.  

From Equation (4), each sensor node either plays the role 

of a CH or sends data to the nearest CH as long as its battery 

level is positive. Equation (5) ensures that each sensor node 

which has at least α times as much as the average battery level 

of all live sensor nodes will be a candidate to be a CH. 

Equation (6) states that all of the nodes can receive data. 

 

IV. INTELLIGENT CLUSTERING ALGORITHM 

 

This section presents an IoT clustering scheme using the 

GA. It is a nature-inspired heuristic approach for generating 

high-quality solutions for optimization and search problems 

inspired by the process of natural evolution using operators 

such as mutation, crossover and selection [30]. GA starts with 

a population of candidate solutions and then employs some 

techniques such as crossover, mutation, selection and 

inheritance to reach to an optimal solution (see Figure 3).  

 

 
 

Figure 3: Flowchart of genetic algorithm [16] 

 

To formulate the problem as a GA-based optimization 

problem, the following issues must be addressed: 

 

A. Chromosome Representation 

As shown in Figure 4, the binary representation is used for 

the chromosome. Each chromosome indicates a cluster, in 

which each bit corresponds to one thing or node. In this 

representation, 1 means that the corresponding node is a CH 

and 0 means that it is an ordinary node. 

 

 
 

Figure 4: A sample chromosome representation 

 

B. Initial Population 

The initial population consists of 100 randomly generated 

individuals (chromosomes). The initial population is 

generated randomly so that the ordinary nodes and the CHs 

are distributed with a reasonable ratio in each chromosome. 

 

C. Fitness Function 

To add the fitness in this design, three factors are 

considered. The first factor is the total energy consumption 

for sending information from the network to the sink, denoted 

by V in Equation (7). Obviously this factor is desired to be 

reduced. The second factor is the total sum of distance 

between all nodes and the sink. Minimizing this distance 

leads to a reduced amount of energy consumption. Finally, 

the number of cluster heads, which is favorable to be as fewer 

as possible. Hence, the fitness function can be designed by 

maximizing Equation (7). 

 

𝐹 = 100/𝑉 + ((𝐷𝐷 − 𝐶))/𝐷𝐷 + ((𝑁 − 𝑇𝐶𝐻))/𝑁   (7) 

 

where: DD = Total sum distance of all nodes to BS 

C = Total sum distance of the nodes to the heads and 

the heads to the sink 

N = Number of nodes 

TCH = Number of the heads  

 

Obviously, N and DD have fixed value, hence GA must 

search those values for V, TCH and C that maximize the F 

function.  

 

D. Crossover 

In this paper, one-point crossover is used. If an ordinary 

node becomes a cluster head after crossover, all other 

ordinary nodes should check if they are closer to this new CH. 

If so, they switch their membership to this new head. This 

new head is detached from its previous head. If a CH becomes 

an ordinary node, all of its members must find new CHs. 

Every node is either a CH or a member of a CH in the 

network. Figure 5 gives an illustrative example. 

 

 
 

Figure 5: A Crossover over chromosomes 1and 2 to generate children 

1 and 2 

 

E. Mutation 

The mutation operator is applied to each bit of an individual 
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chromosome with a probability of mutation rate. When 

applied, a bit whose value is 0 is mutated into 1 and vice versa 

as shown in Figure 6. 

 

 
 

Figure 6: A sample chromosome mutation 

 

F. Selection 

The selection process determines which of the 

chromosomes from the current population should be selected 

for crossover to create new chromosomes. The combined 

population, consisting of the new chromosomes and the  

existing population will be the basis for the next selection. 

The chromosomes with better fitness values have better 

chances of selection. In Roulette-Wheel, [32, 33] which is 

used in this paper, chromosomes with highest fitness will be 

selected for making new offspring. Then, among these 

selected chromosomes, the ones with less fitness than others 

will be removed and new offspring would be replaced with 

the former ones. 

Based on these principles and functions, the general 

description of the proposed method, which is called the 

Genetic Algorithm for Clustering of IoT (GAC-IoT) is given 

in Figure 7. As shown in this Pseudo Code, the algorithm is 

terminated after a specific number of iteration i.e. Max-

Iteration which has been set to 500 in this paper or repeated 

values in three consequent iterations. In GA, a population 

consists of some chromosomes. The best chromosome is used 

to produce the next generation. Based on the fitness function, 

next generation is produced. Initially, each parameter of 

fitness function has a default value, which is updated after 

selecting the best chromosome and producing the next 

generation. It is the result of detecting suitable clusters and 

their status for energy efficiency. 

 

 
 

Figure 7: Pseudo code for GAC-IoT 

 

V. IMPLEMENTATION RESULTS EVALUATION 

 

To implement the proposed algorithm, the MATLAB 

software package is used. In this numerical simulation, the 

setup given in Table 1 will be used. 

In our simulation, the number of the nodes is set to 1000, 

initial energy of each node is 2J and max iteration number is 

500. Note that these parameters have been chosen in a way 

similar to the parameters used in the analogous methods [38, 

39]. 
Table 1 

  Simulation Parameters 

 

Parameter Value 

Workspace area (100*100) m2 

Node Numbers 1000 

Initial Energy 2J 

Pop size 100 

Crossover type One-Point 

Mutation rate 0.4 

Selection type Roulette-Wheel 

Max-Iteration 500 

 

Defining a big size population for the initial population is 

beneficial for problem solving as it allows the GA to search 

for bigger space, leading to a better solution. However, it may 

result in the increase of the number of calculations needed for 

producing each generation, the time complexity, and the 

memory consumption. Hence, defining a suitable population 

size is an important factor for efficiency. With regard to 

numerous experiments, the population size of 100 is selected 

for the simulation. 

The mutation operator is used to add diversity to the 

population and to extend the search space of the GA. 

Additionally, it prevents from premature convergence. Lower 

mutation rate can lead to low diversity of generations, while  

higher mutation may cause a huge distance among them. 

Therefore, in the GAC-IoT, the mutation rate is defined as 

0.4. In the selection operator, which is the Roulette-Wheel 

type, chromosomes are selected based on their fitness and the 

better chromosomes have more chances to be chosen for 

reproduction. 

On the other hand, this simulation adopts the clustering 

characteristics given in Table 2.  

 
Table 2 

 The Clustering Algorithm Characteristics 

 

Parameter Value 

Cluster size Unequal 

Cluster Count Variable 

Intra-Cluster 
Communication 

Single-hop 

Inter-Cluster 

Communication 
Multi-hop 

CH Mobility Mobile 

Mobility model 

Time Variant 

Community Mobility Model 
(TVC)[40] 

CH Node type Heterogeneous 

CH Role Aggregation/fusion 

Clustering Method Distributed 

CH Election Fitness-based 

Algorithm Complexity Variable 

 

Best to the authors’ knowledge, a number of clusters in the 

previous works that propose clustering with GA were fixed 

and predefined, but in the GAC-IoT, it is determined 

dynamically. In each cluster, communications among nodes 

are single-hop and direct. On the other hand, they are multi-

hop among different cluster nodes. Recognizing that the 

objects in the IoT environment are varied, the type of CH 

node is considered heterogeneously. The major role of CH is 
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gathering data from nodes inside the cluster, processing them 

and sending to the BS. With regard to the advantages of 

decentralization like high speed and better performance, 

distributed clustering method is used. Moreover, the selection 

of CH in each node is performed based on the fitness function. 

In order to compare the performance of the proposed 

methodology from the viewpoint of energy consumption with 

other methods, it is implemented in the same predefined 

conditions with other recommended methods. Further, the 

output of each implementation is stored and compared. 

The BS broadcasts require details of the network to all 

nodes, including the query execution schedule, the number of 

CHs, the members of each cluster and the number of 

transmission for this configuration. The cluster formation 

state is completed when all nodes receive broadcasted data 

from the BS, and clusters are produced based on these data. 

Energy level of the nodes in the network is reduced by the 

communication and data transmission among them. 

Additionally, the CHs consume energy to receive data from 

nodes in the cluster, process them and return the results to the 

BS, considering the communications among nodes in the 

network are bidirectional (send and receive). 

One iteration in the simulation means one-time network 

data transmission to all nodes. In each iteration,  clustering is 

performed on new CHs, considering the best chromosomes 

are selected and the quality of population is improved. When 

an object sends information to the network, the nodes close 

to it and the distance between them is specified. Moreover, in 

each method, the distance between the node and the cluster 

head is calculated. Obviously, communications between the 

nodes result in reduction of energy of each node. 

Note that the GA related calculations are performed by the 

BS and it has access to permanent power plug. In addition, 

we have taken into account some measures for fast GA 

execution; First of all, for the implementation of a population, 

a variable length array has been used, as it  has more 

flexibility and boosts sorting, replacement and insertion 

functions. Secondly, each chromosome has been evaluated 

just one time and repeated computations of fitness function 

for each chromosome has been prevented because of its cost 

and time complexity. Moreover, for the implementation of 

GA rather than the logical programming languages that 

consume so much time and memory for calculations, we have 

used an object oriented language that eases error detection, 

comparison and other GA related functions. With regard to 

GA execution, the reduction of energy consumption of whole 

network is witnessed, considering calculations related to the 

process of sensed information by each cluster node are 

performed in that cluster by the selected CH. 

The simulation results are shown in Figure 8 to 13. As 

shown in these figures, the proposed algorithm GAC-IoT has 

been compared with the GABEEC and NCACM algorithms. 

These comparison methods is adopted due to their  similarity 

in simulation aspects and parameters. The GABEEC is 

selected because it uses the GA and the Roulette-Wheel, 

while the NCACM is chosen because it is a distributed 

method and the unequal size of the cluster. 

Figure 8 shows the total residual energy in the network in 

different iterations drawn from the three methods. This 

amount starts with 2000 J and iteration number 500 and it 

reaches to about 290, 470 and 830 J for the GABEEC, 

NCACM and GAC-IoT respectively. 

As shown in Figure 8, the increase number of iterations is 

due to the increase communications among nodes as they 

consume more energy, which result in the reduction of energy 

of each node, and finally the whole network. Under the 

GABEEC and NCACM, the reduction of energy has more 

speed, leading to the GAC-IoT to consume less amount of 

energy in comparison with the other algorithms. 

 

 
 

Figure 8: Comparison based on the total residual energy in the network 

 

 
 

(a) GABEEC algorithm 

 

 
 

(b) NCACM algorithm 

 

 
 

(c) GAC-IoT algorithm 

 
Figure 9: Percentage of the alive nodes for 500 iterations 
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Figure 9 displays the percentage of alive nodes under the 

three methods for 500 iterations. The result of GABEEC 

method is shown in Figure 9(a). As shown in Figure 9(a), all 

nodes are alive until about iteration number 50. Then, it 

reduces and reaches to about 36% at iteration number 500. 

The result of the NCACM method is shown in Figure 9(b).  It 

can be found that all nodes are alive until about iteration 

number 70. Then, it reduces and reaches to about 45% at 

iteration number 500. Finally, the result of GAC-IoT method 

is shown in Figure 9(c). In this method, all nodes are alive 

until about iteration number 160. It reduces and finally 

reaches to about 66% at iteration number 500. Therefore, 

there are more alive nodes after 500 iterations, when GAC-

IoT manages the network. 

 

 
 

(a) GABEEC algorithm 
 

 
 

(b) NCACM algorithm 
 

 
 

(c) GAC-IoT algorithm 

 

Figure 10: Number of the cluster heads in different algorithms 

 

Figure 10 depicts the number of cluster heads under the 

three methods for 500 iterations. Overall, it can be seen that 

the number of cluster heads has a descending trend in all of 

the diagrams. The results of the GABEEC method is 

presented Figure 10(a). Initially, the number of cluster heads 

fluctuated between around 80 and 120, and then it 

experienced a marginal drop and  finished around 80 at the 

end of simulation.  The result of the NCACM method is 

shown in Figure 10(b). The trend of this diagram is similar to 

the GABEEC method, but its downward slope was sharper 

and at the last iterations, it fluctuated between 40 and 80. 

Finally, the result of the GAC-IoT method is shown in Figure 

10(c). The analysis of this diagram reveals that the two 

previous methods have quite similar results; nevertheless, it 

declines gradually and eventually reaches to a number 

between 40 and 60. 

 

 
 

(a) GABEEC algorithm 

 

 
 

(b) NCACM algorithm 

 

 
 

(c) GAC-IoT algorithm 

 

Figure 11: Number of packets that send to the BS in different algorithms 

 

Figure 11 displays the number of packets sent to the BS 

based on the three methods for 500 iterations. shows the 

results of . The results of the GABEEC, NCACM, and GAC-

IoT method are shown in Figure 11(a), Figure 11(b) and 

Figure 11(c). It is evident that in all of these three diagrams, 

the number of packets sent to the BS raised approximately 

from zero to 620, 1100 and for the GABEEC, NCACM and 

GAC-IoT methods, respectively. 



Journal of Telecommunication, Electronic and Computer Engineering 

36 ISSN: 2180 – 1843   e-ISSN: 2289-8131   Vol. 12 No. 2   April – June 2020  

Figure 12 illustrates the number of packets sent to CH 

based on the three methods for 500 iterations. The results of 

the GABEEC,  NCACM and GAC-IoT method are shown in 

Figure 12(a), Figure 12(b) and Figure 12(c), respectively. It 

is apparent from the diagrams that the number of packets sent 

to the CH increased from zero to around 1400, 1500 and 1700 

for the GABEEC, NCACM and GAC-IoT methods, 

respectively. 

 

 
 

(a) GABEEC algorithm 

 

 
 

(b) NCACM algorithm 

 

 
 

(c) GAC-IoT algorithm 

 

Figure 12: Number of packets that send to the CH in different 
algorithms 

 

In this section, the three methods are compared from the 

viewpoint of the ability to create the same load balancing in 

the entire network. Load balancing means that the 

establishment of balance and fairness between the nodes for 

the distribution of data traffic in the entire network, that is 

there are no condition that some nodes are unemployed while 

others are employed. The objective of the load balancing is 

finding efficient mapping of tasks among nodes in the 

network. On the other hand, each node has almost equal 

number of task to perform. Hence, the overall execution time 

reaches to the minimum. 

Based on the simulation results in Figure 13, the GABEEC 

method has about 65%, while the NCACM has about 70%, 

and the GAC-IoT has about 90% of the network load that are 

balanced among clusters. Therefore, it can be found that the 

GAC-IoT offers better result in terms of load balancing in 

comparison with the other algorithms. 

 

 
 

Figure 13: Load balancing factor in different algorithms 

 

VI. CONCLUSION 

 

In this paper, an energy-aware clustering algorithm for the 

Internet of Things has been proposed. The clustering problem 

of IoT has been redefined as an optimization problem and 

then the genetic algorithm has been used for to solve the 

problem. By using an intelligent multi-objective GA, the 

premature convergence problem has been prevented. 

Additionally, several extra factors have been considered for 

the formulation of the energy consumption: Both consumed 

energy for receiving and sending data, in which the important   

parameters are the distance from node to node and node to 

BS. Moreover, for increasing the speed of GA execution, 

multiple measures have been considered in the 

implementation phase. The simulation results showed that the 

proposed algorithm has better performance in comparison 

with previous algorithms. Specifically, the GABEEC and 

NCACM has better performance with respect to the 

consumed energy, network lifetime, number of dead nodes 

and load balancing. The reason is that, the GABEEC and 

NCACM need a vast amount of communications among 

nodes that lead to energy wastage. To address this issue, an 

energy-aware clustering method that reduces energy 

consumption of the IoT network has been proposed. 
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