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Abstract—This paper presents a new method of stereo 

matching algorithms known as a Multistage Hybrid Median 

Filter (MHMF). The main challenging problem within computer 

vision field is stereo matching, considering the many drawbacks 

and issues resulting from stereo matching, which makes it a 

difficult and unresolved approach. Large studies and methods 

have been introduced and attempted to deal with stereo 

matching problems from a different perspective. However, most 

of these existing methods still suffer from low accuracy and 

algorithms complexity. Thus, to provide valuable and efficient 

solutions to stereovision community and to support researchers 

in the same line of research, we created a highly efficient and 

robust algorithms based on Hybrid Median Filter (MHF). In 

this paper, the (MHMF) is introduced as a newly implemented 

method of stereo matching algorithms. This method consists of 

three main stages, in which each stage involves multiple 

processes. In stage 1, the Basic Block Matching (BBM), Dynamic 

Programming (DP) algorithms are accomplished. While stages 

2 and 3 rely on newly developed post-processing algorithms, 

which involve Hybrid Median Filtering (MHF), segmentation 

and merging processes as the main core of our research 

approach. The significant contribution of this method is on its 

capability of solving major drawbacks and problems of stereo 

marching including the high noises, horizontal stripes, multiple 

unwanted regions and aspects, and occlusions problems. The 

paper provides an evaluation of our method with some existing 

algorithms using the most common stereo functions including 

the MSE, PSNR, and SSIM.  Finally, it is found that our 

developed algorithms achieved high accuracy of disparity depth 

map with convenient execution time among other compared 

methods. 
 

Index Terms—Image Processing; Stereo Matching 

Algorithms; Disparity Depth Map; Multistage Hybrid Median 

Filter (MHMF). 

 

I. INTRODUCTION 

 

Stereo matching is a significant approach in computer vision 

field and has been actively investigated by researchers. It is a 

challenging area of research considering the core part of the 

numerous 3D stereo applications has highly accurate 

disparity depth image [1], [2]. A critical and well-addressed 

problem within the stereo vision area is the ways to find the 

corresponding pixels to multiple or a pair of stereo images. 

As one of the passive three-dimensional methods, stereo 

matching is applied to find the corresponding points between 

a pair of stereo view images. The principle aims and basis of 

stereo matching stand on the ability of this method to extract 

the three-dimensional method and provide three-dimensional 

3D reconstruction from two stereo image pairs [3], [4]. To 

extract the depth of information from a pair of stereo images, 

a depth map of stereo matching algorithms is contacted by 

determining the correspondence or “pixel-wise” between 

those stereo multi-view images for each pixel. In this case, 

the pixel-wise is defined and represented by the disparity of 

“a displacement vector of the specific pixel between the two 

stereo pair images”. All disparity values of each stereo image 

are stored in the disparity map, in which the disparity map 

provides the disparity value for every pixel.  

Over the past decades, the interest of stereo matching 

methods has grown motivated by the high demand for 

extracting three-dimensional 3D information from stereo 

image pairs captured by two stereo cameras. Numerous 

emerging applications rely on the 3D information represented 

as a depth map. Stereo matching approach reconstructs a 

depth map from the stereo multi-view images.  The generated 

or obtained depth map of stereo matching algorithms is the 

core part and plays a significant role in numerous applications 

such as the 3D reconstruction, robot vision, automatic 

navigation, (3D) scanning, machine vision, 3D tracking, 

virtual reality, automotive vehicles, mobile applications, 3D 

cinema, monitoring systems, photogrammetry, free-view 

video, and many more [5], [6]. 

The massive advances in 3D applications and technologies 

increased the interest of developing efficient methods that are 

able to extract three-dimensional 3D information with high 

accuracy and less execution time. However, stereo matching 

algorithms are commonly computationally intensive and 

developing an efficient algorithm of stereo matching on 

embedded systems is a challenge, especially for real-time 

applications. Thus, a huge number of studies have been 

published and numerous methods based on stereo matching 

approach have been proposed and developed, which can be 

searched in Middlebury Website Page of stereo vision by 

Scharstein and Szelinsk [7].  

Middlebury Website Page is a global online sharing web-

page for performing a standard evaluation of all developed 

algorithms by providing datasets benchmarking of stereo 

image for researchers in the same line of research area. It 

allows researchers to compare their obtained results and 

performance of their developed stereo matching algorithms 

among each other.   
According to the taxonomy and the categorization scheme 

by Scharstein and Szelinski for stereo algorithms [7], the 

existing stereo matching approach for computing disparity 

depth maps can be categorized into two main types: local 

methods [8]–[10], which generally use supporting window 

with a particular size and form to find and calculate the 

matching cost and to obtain the disparity in cost aggregation. 

The local methods can be realized with certain low 
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complexity and ease of implementing to the real-world 

systems.  

In contrast, the global approach [11]–[13] assumes an energy 

function, particularly the smoothness “enhancement” and 

data energy terms to obtain the matching disparity such as 

algorithm to optimize the energy function algorithms [14], the 

graph cut (GC) [15], the dynamic programming (DP) [16], 

and the belief propagation (BP) [12], [13]; whereas, global 

approaches can provide disparity map with high accuracy. 

However, they are usually computationally expensive [17]. 

Another approach of finding pixel-wise “correspondence” 

between a pair of stereo images is the semi-global. This 

approach follows the main principle of global algorithm, but 

over multiple 1D scanlines of a pair stereo images rather than 

the whole one. It utilizes a local approximation to form the 

matching cost and aggregates using a global cost function. 

The semi-global algorithms approach adds the constraint of 

smoothness for the output disparity depth map [18]. 

Disparity depth map implementation is among the most 

focused approach of stereo matching algorithms due to its 

continued and extensive relevance. It is a well-studied topic 

that highlights the part of stereo matching algorithm and 

considers obtaining high accurate disparity map is a great 

challenge. However, a disparity map implementation with 

high accuracy has been a major demand since its embedded 

feature is considered unique in many 3D applications and 

modern technologies. This opens the opportunity for 

developing a huge number of new algorithms with various 

structures and different performance. Although a large 

number of studies and a lot of methods have adopted the 

advance of stereo matching algorithms toward improving the 

quality of obtained disparity dense map, the major drawbacks 

and problems of stereo marching include the high level of 

noises, the existence of horizontal stripes, and the presence of 

multiple unwanted regions and aspects. Additionally, the 

occlusions problems remain as challenges and unresolved. 

[19], [20]. 

The structure of this paper has five configurations parts, as 

follows: In Section I, stereo matching algorithms and its 

interest are introduced. In Section II, some previous works 

and progression research are discussed. In Section III, the 

outlines of our developed method based on Hybrid Median 

Filter (HMF) for stereo matching algorithms are discussed 

and described. In Section V, all the obtained results of 

disparity depth map using our implemented method are 

discussed in detail. In Section VI, the conclusion of this paper 

is presented. 

 
II. RELATED WORKS 

 

    In this section, we investigate the most previous and 

significant works related to the scope of our research. The 

term three-dimensional (3D) reconstruction of stereo 

matching algorithms is among the approaches that have 

extensive investigation and great experimented search [18]–

[20]. Thus, for the stereo matching domain and specifically 

for all the four standard steps introduced by Scharstein and 

Szelinski in their taxonomy [21], various methods and 

researches have been proposed and published. Nevertheless, 

this domain is still a great target of interest by numerous 

scholars and researchers’ due to its high demand as a method 

with high-quality output. Additionally, it is also considered 

as algorithm with less complexity and computational 

efficiency. The fundamental of stereo vision research can be 

categorized into three common approaches: Preprocessing 

approach, stereo matching approach, and the post-processing 

approach. Each of these approaches has a series of research 

studies and focuses [22]. However, among all studies and 

aspects of stereo matching algorithm domain, scholar and 

developers paid more attention to disparity refinement step 

“post-processing” algorithms as a core step for further 

improving the quality of depth map toward obtaining a highly 

accurate depth map [23], [24].  Thus, generally, the post-

processing step is a critical part of stereo matching algorithms 

since it aims to smooth the dense map obtained from the 

optimization step.  
A significant detailed and focused discussion for post-

processing step of stereo matching algorithms will be 

presented as follows: 

 

A. Post-processing Algorithms  

As mentioned previously, a wide variety of stereo matching 

algorithms have been deployed by many researchers abroad 

in order to improve the quality of disparity dense map and 

advanced algorithms performance.  The implementation of 

disparity depth map from two or more stereo view images 

depends on two stages: (1) Initial disparity map obtaining, 

and (2) Disparity map refinement. In stage 1, the initial 

disparities maps are obtained. Meanwhile in stage 2, the main 

focus is on improving the quality of disparities maps of stage 

1. The raw disparity map, the “initial disparity map” from the 

optimization step is obtained and often comes with several 

drawbacks and unwanted aspects including the high noise, 

occlusion problems, presence of textured regions, existence 

of horizontal stripes, and non-edge preserving, and many 

more. Largely, numerous related studies, researches, and 

methods have been widely investigated, developed and 

applied to solve the problems and drawbacks of the raw 

disparity map. Conventionally, some of the major practice 

methods depend on the left-right consistency technique as in 

[25], where the disparity map for the left and right of stereo 

images is calculated, and through the disparity map values, 

the inconsistencies are detected and eliminated. Birchfield et 

al. in [26] and Massimo Camplani in [27] introduced and 

proposed a hole filling to overcome some drawbacks of the 

raw disparity map. 

A different approach has proposed the sub-pixel precision 

to maximize the resolution of the disparities as in [25].  These 

approaches allow for maximizing the depth resolution, 

although more computational cost is needed. More advanced 

and modern studies attempt to choose the smallest valid 

disparity for the neighborhood as discussed in [9]. In the same 

research area, some authors attempt to look for the minimum 

cost within the range restricted by the closest left and right 

valid disparity, as described in [28]. Using an efficient and 

interactive post-processing method Caizhang et al. tried to 

improve the raw depth map of the limited user input, as 

illustrated in [29]. Min et al. [30] presented an asymmetric 

post-processing method using an iterative filtering scheme 

during the refinement step with a specific asymmetric 

consistency check and adaptive filtering.  There are also 

further advanced approaches of post-processing algorithms 

implemented with high performance and have the ability to 

limit the influence of raw disparity map refinement. Karsten 

et al. in [31] has introduced and developed a method that 

involves “unweighted” median filter to remove the number of 

the false matches with some additional computation 

processes. In addition, Sun et al. in [32] attempted to improve 
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the quality of disparity map by imposing further consistency 

constraints to the depth maps. Meanwhile, in [33], Yang et al. 

suggested and developed a new non-local cost aggregation 

for representing the refinement of non-local aggregation 

results on the tree framework. In contrast, the most popular 

and simple applied approaches use the sub-pixel median filter 

as an efficient method that has the ability to overcome abrupt 

disparities [25], [34], [35]. 

 

B. Filtering Algorithms 

Over the past years, significant and advanced stereo 

filtering algorithms have been achieved, particularly through 

the image processing domain. Those algorithms have been 

developed with different structures and designs, as found in 

the Middlebury Website Page by Scharstein and Szelinsk [7]. 

However, and in spite of the huge studies in developing 

various algorithms to achieve the goal of high accurate and 

less computation in gaining the disparity map, a unique 

algorithm with the ability of obtaining a high quality depth 

map remains so far a unique opportunity and a real 

challenging task, since the obtaining disparity depth map is 

mostly affected by a high level of noise. [9], [36], [37]. 

Thus, during the past decades, a resurgence interest has 

been seen in developing an efficient and high robust version 

of filtering algorithms, especially the versions with high 

abilities in handling occlusion, overcoming the depth 

discontinuities, removing noise, and overcoming some the 

unwanted regions and aspects. Meanwhile, many of these 

algorithms have been developed and conducted in image 

processing domain, especially for disparity map of stereo 

matching algorithms as illustrated in [21], [38]. Some other 

and recent studies that achieved better results are presented in 

[10], [38], [39], [40]. 

In this paper, the development of Multistage Hybrid 

Median Filter (MHMF) of stereo matching algorithms as a 

new method of stereo hybrid filtering is presented.  In this 

study, a development of MHMF with high accuracy and more 

computational efficiency as well as a less complex structure 

on image processing is mainly discussed. Precisely, the 

Multistage Hybrid Median Filter (MHMF) is a new stereo 

hybrid filtering method with robust algorithms that perform 

accurately and efficiently in obtaining and smoothing the 

disparity depth map with such convenient computation time 

as a newly implemented method of stereo matching 

algorithm. The structure of Multistage Hybrid Median Filter 

(MHMF) consists of three main stages, wherein stage 1, the 

Basic Block Matching (BBM), Dynamic Programming (DP) 

algorithms are achieved. Whereas, Basic Block Matching 

(BBM) is applied in order to perform the matching process 

and finding corresponding pixels specifically with Absolute 

Difference (SAD). Besides, the Dynamic Programming (DP) 

is applied to find the minimum matching cost and operates as 

an optimization part as well. In contrast, the raw disparity 

map from optimization process came with multiple 

drawbacks such as horizontal streaks, particularly from the 

inter-scanline of Dynamic Programming (DP) Programming 

[16], [41], [42], that affect the quality of the obtained 

disparity map. Thus, to minimize the drawbacks of the raw 

disparity map, new developed post-processing algorithms are 

presented as stages (2, 3) of our algorithms. These algorithms 

involve Hybrid Median Filtering (MHF), segmentation and 

merging processes as the main core of our research approach.  

Through the post-processing approach, the segmentation part 

is applied to the segment to obtain raw disparity depth from 

stage 1 to many segments based on pixel colors contents for 

each object. Then, all extracted segments proceeded to the 

hybrid median filter to remove noises and streaks. Next, the 

merged part is followed to create a new efficient disparity 

map. In this case, there are three specific steps of Hybrid 

Median Filtering (MHF), thus our method is named as 

Multistage Hybrid Median Filter.  

 

III. METHODOLOGY 

 

In this section, we present the description of the 

implemented method in more details. The developed 

structure and fundamental algorithms of our approach 

“Multistage Hybrid Median Filter” are discussed. A clear and 

complete description of each part of developed algorithms is 

provided. All the outlines and fundamental aspects of our 

approach are further explained as follows:  

    The structure of Multistage Hybrid Median Filter (MHMF) 

is shown in Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1: Block diagram and structure of MHMF algorithm 

       

The design consists of three stages: In stage 1, the raw 

disparity map “initial disparity map” is obtained through 

three basic stereo matching algorithms considered as a 

necessity need based on Scharstein and Szelinski [21]. These 

steps are the matching cost, the cost aggregation process, and 

the disparity map computation /optimization, in which these 
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the refinement step (post-processing) that focus on refining 

the output of stage 1 “raw disparity map” and improving its 

accuracy. Besides, the post-processing of our algorithms is a 

newly developed approach that involves segmentation part, 

merging process, and organized hybrid median filter 

algorithms as the main core of our developed method.  

In general, according to [21], most of the stereo matching 

algorithms are performed in four common steps as follows:  

1) Matching cost computation  

2) Cost (support) aggregation  

3) The disparity computation/optimization  

4) The disparity refinement 

where each step of these algorithms has a specific influence, 

and effect on the stereo matching performance, although not 

all of these algorithms and the basic procedures are required 

to be included in creating a stereo matching complete 

framework. However, each step can be executed and 

structured in different form based on the focus of the study. 

   

A. Matching Cost  

In this significant and initial step, the correspondence 

pixels between the left and right images are determined. The 

similarity or dissimilarity of each pixel is under the 

consideration to the candidate’s matching pixel. However, the 

matching cost function is required to calculate all positions of 

pixels in the reference image and candidate pixels of the 

target image. Thus, our developed algorithm functions to find 

the correspondences pixels between both reference image and 

the target image. The correspondences are calculated using 

the Sum of Absolute Differences (SAD) function in which the 

(SAD) function minimizes the matching errors between all 

points of the block. The coordinate (x, y) of the target image 

𝐼𝑡 , and the coordinate of the reference image 𝐼𝑡−1  are 

addressed as (𝑥+𝑢, 𝑦+𝑣), where the 𝑢 and 𝑣 represent the 

motion vector. These parameters are used to calculate the 

Sum of Absolute Difference (SAD) [43].  

 

𝑆𝐴𝐷(𝑥,𝑦)(𝑢, 𝑣) = ∑ ∑|𝐼𝑡(𝑥 + 𝑖, 𝑦 + 𝑗) − 𝐼𝑡−1(𝑥

𝑝−1

𝑖=0

𝑝−1

𝑗=0

+ 𝑢 + 𝑖, 𝑦 + 𝑣
+ 𝑗)|                                       

(1) 

 

And for the (𝑎, 𝑏) the equation is represented as  

 
(𝑎, 𝑏) = 𝑎𝑟𝑔 𝑚𝑖𝑛(𝑢,𝑣)∈𝑧 𝑆𝐴𝐷(𝑥,𝑦) (𝑢, 𝑣)  (2) 

 

While, the Z = {(𝑢, 𝑣) | -B ≤ 𝑢, 𝑣 ≤ B and (𝑥+𝑢, 𝑦+𝑣) indicate 

to the valid position of pixel in the reference image It−1 , 

where B is an integer to find for the specific range. Referring 

to the SAD equation in (1), the global minimum of matching 

error can be found. The Basic Block Matching has several 

features such as simple algorithms structure and less 

computation time in obtaining the disparity depth map. Thus, 

it has been used by many researchers as initial matching 

algorithms toward performing matching process and gaining 

the disparity depth map [44]. 

B. Cost Aggregation 

In the cost aggregation step, the main target is to minimize 

the matching uncertainties. The information obtained for a 

single pixel upon computing the matching cost is not 

sufficient, especially for precise matching, thus the cost 

aggregation step is required. The step is based on window-

based that chooses the average above the cost values of 

Disparity Space Image (DSI) [45]. Numerous methods have 

been proposed and developed in order to perform the cost 

aggregation by applying the fixed window size. Therefore, 

the fixed square window has been selected through our 

approach as it has less complexity and uncomplicated 

strategy [46]–[48]. The window size has to be chosen 

appropriately since the small window size does not generate 

suitable or desired results, specifically in the regions with 

less-texture. In contrast, the large window does not deal with 

small objects [49]. However, the fixed square window has its 

own disadvantages such as ignoring the depth discontinuities, 

low ability to undesirable and inappropriate for on uniform 

areas, but these limitations can be resolved through disparity 

computation and refinement parts [50].  

 

C. Disparity Computation/Optimization 
In general, stereo matching algorithms rely on two of the 

most optimizations approaches, which are either the “local or 

global” approach.  In the local approach, the local Winner 

Takes All (WTA) strategy is applied to select the disparity for 

each pixel when the final disparities are computed. The 

disparities are generally correlated to minimize the cost value 

which will increase the Signal to Noise Ratio (SNR) and 

reduce the ambiguity [51], [52]. In contrast, for the global 

optimization approach, particular assumptions are performed 

for the depth of field of the scene, which are often expressed 

in the energy minimization framework. Numerous strategies 

have been developed for the global optimization, and one of 

the most well-known global methods that have been 

extensively used in stereo matching algorithms for the energy 

minimization is the Dynamic Programming (DP) approach. 

DP has been widely applied as the term of optimization of 

disparity depth map. 

Dynamic Programming (DP) is effectively and 

independently used for each scan line “row”. The assumption 

adopted for the dynamic programming is usually of an 

ordering constraint between the neighboring pixels of the 

same row. In our method, the Dynamic Programming (DP) is 

working as an optimizer and noise minimizing approach for 

the disparity map from the disparity computation with 

generally fixed square window. This approach is commonly 

used to optimize energy function for the nondeterministic 

polynomial-time hard (NP-hard) for smoothing.  

There are two well-known approaches of global 

optimization: the one-dimension (1D) approach, and the two-

dimension (2D) approach. The two-dimension (2D) approach 

is smoothing the stereo images in images in vertical and 

horizontal directions in order to estimate the disparity map 

utilizing continuation approach, the simulated annealing, and 

the mean-field annealing [53]. However, these approaches 

often are less capable of optimizing the equation, as shown in 

(1)  [54], [55]. 

 

         E(d)=𝐸𝑑𝑎𝑡𝑎 (d) + 𝐸𝑠𝑚𝑜𝑜𝑡ℎ (d)                                   (3) 
 

The term  𝐸𝑑𝑎𝑡𝑎  (d) of data refers to the disparity function 

through correspondence pixels of disparity map. It 

determines the effectiveness of the disparity function to 

ensure that it is appropriate to fit the stereo image pairs in the 

part of the overall matching cost. 𝐸𝑠𝑚𝑜𝑜𝑡ℎ  (d) data term refers 

to the conjecture for smoothness implemented from the 

method, which usually settles the disparity between the pixels 

on pixel grid [56]–[58]. The one-dimension optimization 

approach of Dynamic Programming (DP) is chosen to solve 
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and overcome the minimization problem. Besides, Disparity 

Space Image (DSI) is known as a data structure to illustrate 

on Dynamic Programming algorithm to solve occlusions and 

matches correspondingly. 

 

D. Segmentation Approach  

The principle of segmentation refers to the process of 

partitioning an image into several regions and portions. 

Therefore, the process of creating parts of an image into 

segments that are simple and conceptually meaningful for 

further analysis is known as segmentation term. This 

segmentation is classified into several and specific regions 

based on the characteristics of the pixels in the image. In the 

image segmentation, two simple and basic properties are the 

discontinuity and similarity. The concept of discontinuity 

refers to the partition of an image depending on the abrupt 

changes in intensity, including the isolated points, edges, and 

lines in an image. The concept and approach in similarity are 

based on partitioning of similar image into regions according 

to a set of predefined criteria. Based on the stages (2 and 3) 

of MHMF algorithms as a core of our method, there are six 

steps involved, which are the segmentation step, first hybrid 

median filter, first merging step, second hybrid median 

filtering, second merging step, and third hybrid median filter. 

The segmentation part of our algorithms is specifically 

applied to the raw disparity map from the optimization step. 

The contents of the raw disparity map are extracted according 

to the pixel colors. All the pixels’ colors are based on their 

values that rely on the disparity range preferred for 

computation, in which every extracted segment relies on the 

range of pixel colors of the disparity map.  

 

E. Hybrid Median Filter (HMF) 

The remarkable achievement of median filtering from the 

past until recent years has brought a huge interest and 

encouraging research avenues. The deterministic properties 

and detailed information of median has been studied and 

investigated by numerous developers and scholars abroad 

[59]–[62]. The median filter remains as one of the most 

highlighting and popular applied filters in image processing 

domain due to several features, including robustness and 

efficient impulsive noise and its suitability to suppress the 

impulse noise repeatedly. However, there are some 

limitations of median filters, especially in giving the same 

level of smoothness in-homogeneous regions and round off 

corners. Besides, median filters usually erase lines thinner 

than half of the width for the neighborhood [62]. 

Subsequently, large progressions have been made in 

developing versions of median filter such as weighted 

median, constant time-weighted median and hybrid median 

filters in the recent years [63], [64]. 

Hybrid Median Filter (HMF) is a newly derived version of 

the median filter. It has a low pass filter and an efficient tool 

with high ability to remove noises of an image. The Hybrid 

Median Filter (HMF) has been studied, investigated, and 

widely applied by many researchers specifically in smoothing 

in the signal and image processing domain. The filter has 

shown huge capability in smoothing and removing noises, 

preserving edges “corners” better than the fundamental 

version median filter [65], [66]. In addition, the Hybrid 

Median Filter (HMF) include three specific steps and 

operation ranking, as follows: 

 

1. The (MR), which represents the median of 

horizontal and vertical R pixels.  

2. The (MD) is the median of diagonal D Pixels, where 

the filtered value is the median of the two median 

values and the central pixel C.  

3. The median [MR, MD, C] 

 

The data from diverse spatial directions are often ranked 

separately [67]. Figure 2 (a, b) represents an example of 

HMF, where n= 7 pixels, as shown in Figure 2 (a), while the 

n = 5 pixels wide neighborhood is represented in Figure 2 (b) 

matrix. It includes 25 pixels (as shown in the example 

neighborhood below) and has to be ranked in the traditional 

method. In contrast, in the hybrid method, each of the two 

groups contains only 9 pixels, and the final comparison 

involves only three values. Even with the additional logic and 

manipulation of values, the hybrid method is faster than the 

conventional median [67], [68]. Therefore, the Hybrid 

Median Filter (HMF) has been selected as a significant part 

of our method (MHMF) algorithms to smooth each segment 

portion of the raw disparity map from the segmentation 

algorithms process, where each segment will be filtered up 

using hybrid median filtering. Then, each filtered segment 

will proceed to the merging process to combine into a new 

disparity map. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2: (a) General diagram of neighborhood pixels in hybrid median 

filter 

 

 

Figure 2: (b) HHF with a 5 x 5 box (default value). 

F. Merging Algorithm Approach  

The merging approach is a specific step applied particularly 

within the first and second time of hybrid median filtering of 

our method. All the extracted segments will proceed to the 

hybrid median filter in order to remove all the streaks and 

noises found in each segment. Then, after the hybrid median 

filtering is performed for each extracted segment, all the 

filtered segment will be merged up to become a disparity 
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map. Based on our developed method MHMF, the first 

merging is to combine the extracted segments that go through 

a hybrid median filtering process to become a new disparity 

map. 

Some noises of the extracted segments remained after the 

first merging step and the second hybrid median filtering. 

Thus, second merging is done to construct a third hybrid 

median filtering. Consequently, the final disparity map is 

obtained with the streaks completely removed and the 

unwanted aspects such as occlusion, depth discontinuities, 

texture-less regions are reduced. Figures 3 (a) and (b) 

represent the result of the merge process and the final 

disparity depth map of our developed method.   

 

   
                     (a)                                           (b) 

Figure 3: (a) Tsukuba merged disparity map; (b) Final Tsukuba disparity 
depth map from MHMF 

 

IV. RESULTS AND DISCUSSION 

 

This section discusses the results of disparity dense map 

obtained from our developed method, specifically the result 

from the Basic Block Matching (BBM), Dynamic 

Programming (DP), and our developed method “Multistage 

Hybrid Median Filter” (MHMF). All the input images 

datasets of the stereo matching algorithms are a standard set 

of images from the Middlebury page “Tsukuba, Venus, 

Teddy, and Cones”. Three main evaluation functions of 

stereo matching algorithms have been applied to analyze the 

performance of the three stereo matching algorithms: The 

Basic Block Matching (BBM), Dynamic Programming (DP), 

and our developed method “Multistage Hybrid Median 

Filter” (MHMF). The standard image stereo dataset used for 

the evaluation process is Tsukuba dataset since the stereo pair 

is easy to be evaluated, especially through the unwanted 

aspects which generated. Besides, the results from Tsukuba 

dataset is gathered in a small short period due to its simple 

contents. The first function applied is the Mean Squared Error 

(MSE), used significantly to obtain the average of squared 

errors between the generated disparity map and the ground 

truth. 

 

MSE =  
1

MN
 ∑ ∑ [I1(x, y) − I2(x, y)]2 N

x=1
M
y=1          (4) 

 

The parameters M and N from Equation (4) represent the 

rows and columns of the applied images of 𝐼1 and 𝐼2  

respectively. Specifically, the decreasing in the values the 

MSE indicates that the progressive or cumulative squared 

error is lower [69]. 

The second applied function is the Peak Signal to Noise 

Ratio (PSNR), where the function is linked to MSE function 

by including its function parameters as part of its PSNR’s 

structure. The PSNR function is the function to construct the 

performance of the developed algorithm in gaining the better 

result using a comparison term for the quality of an image 

utilizing the image smoothing algorithms 

 

𝑃𝑆𝑁𝑅 = 10 𝐿𝑜𝑔10 (
𝑅2

𝑀𝑆𝐸
)    (5) 

 

For the second function “Peak Signal to Noise Ratio” 

(PSNR), the R parameter represents the maximum fluctuation 

of the data type for the image data input. The increase in the 

value of the PSNR indicates better quality of the implemented 

disparity map with less noise [70]. 

In addition, the Structural Similarity Index Metric (SSIM) 

is the third evaluation function applied to analyze the 

performance of our developed algorithm to some other 

existing algorithms. This function is commonly applied to 

calculate the similarity between the obtained disparity map 

and the ground truth.  The SSIM is developed to solve the 

issue on peak signal-to-noise ratio (PSNR) and mean squared 

error (MSE), which is less consistent with the human eye 

perception [42]. MSE and PSNR are evaluation methods that 

approximate the perceived errors, while SSIM estimate on 

image degradation recognized as the change in structural data 

Structural data is the spatially near pixels in an image, which 

belongs to strong inter-dependencies to show up crucial data 

regarding the structural content in the visual information. 

 

       (6) 

 

In the Structural Similarity Index Metric SSIM equation, 


𝑥
 and 

𝑦
 are the average of x of x and y, 𝑥

2  and 𝑦
2  are the 

variance of x and y, 𝑥𝑦  represents the covariance of and y 

represents the covariance of x and y.  and

are the variables to optimize the division with 

the denominator, where L represents the dynamic range of 

pixel values while k1 = 0.01 represents the dynamic range of 

pixel values while k1 = 0.01 and k2 = 0.03 as default. The 

results calculated from SSIM index should be in decimal 

value between -1 to 1.  

 

A. Performance Analysis Results  

In this section, the significant results from the Basic Block 

Matching (BBM), the Dynamic Programming (DP), and our 

developed method Multistage Hybrid Median Filter (MHMF) 

are presented and discussed.   

In Figure 4, the result values of the MSE are represented. 

The results of the computed disparity map are generally 

proportional to the progressively increase with window sizes 

among three stereo matching algorithms. The Basic Block 

Matching (BBM) approach with a diamond shape on the line 

shows that the MSE values for Tsukuba stereo pairs are 

progressively decreasing. This indicates that as window size 

increases, more errors are reduced for BBM algorithm. 

However, there is an inverse relationship between the 

Dynamic programming (DP) approach and the BBM 

algorithm as the MSE values for Tsukuba stereo pair that 

produced by DP algorithm increased with the extension of the 

window size respectively. Results from DP algorithm 

indicates that it performs well when using a smaller size of 

the window rather than the bigger window size due to its 
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scanline optimization on each row of the pixel. The smaller 

size of the window may scan on the content of image 

precisely and more errors can be reduced compared to the 

bigger window size. For our developed method “MHMF”, the 

MSE values are specified in a standard range and almost 

closer to dynamic programming but has better performance. 

However, based on our study, a window size of 7 X 7 is 

chosen for Tsukuba stereo image as the convenient window 

sizes are able to capture well on tiny and thin objects of the 

content in an image. However, the selection of window size 

relies on the complexity of the content of the image.  

 

 
Figure 4: MSE value for Tsukuba stereo image 

 

Based on the obtained results shown in Figure 5, it is clear 

that the PSNR values computed from BBM algorithm 

gradually increased with the increase of window sizes. This 

indicates that noises can be minimized with the increase of 

window size for BBM algorithm. Besides, for the DP 

algorithm, the generated PSNR values are gradually 

decreased and then gradually increased, which means the 

values obtained from the DP algorithm are not stable. Less 

noise is removed, which indicates that DP algorithm can only 

operate efficiently on reducing errors on the image with 

particularly suitable (small) window sizes compared to BBM 

algorithm. For our method “MHMF”, the window sizes did 

not much exert effect on the performance of the whole 

algorithm. The graph shows that the PSNR values obtained 

from MHMF algorithm remain stable. 

The results for the SSIM are based on the obtained results 

represented in Figure 6. The values from SSIM indicate that 

the values are gradually increased. This shows that BBM 

algorithm requires a large window size to obtain a better 

result of disparity depth map. However, the SSIM values of 

disparity map for each window size of BBM algorithm are 

lower than the SSIM values of disparity map for DP 

algorithm and MHMF algorithm. Besides, for the DP 

algorithm, the SSIM values obtained remain stable, while the 

SSIM values for the MHMF algorithm are not much different 

among the window sizes. 

 

 
Figure 5:  PSNR value for Tsukuba stereo images 

 

 
Figure 6: SSIM value for Tsukuba stereo image 

 

B. Computation Analysis Results 

The method used to compute the process execution time for 

all the three evaluated algorithms, the Basic Block Matching 

(BBM), the Dynamic Programming (DP), and our proposed 

approach Multistage Hybrid Median Filter (MHMF) is based 

on the tic toc on the MATLAB platform, which is a method 

applied to calculate the running time of algorithms. In this 

research works, the tic toc is mainly applied to compute only 

the main functions in the algorithm without including the sub-

functions such as reading data and showing out figures. The 

results presented in Figure 7, shows that the computation 

process of the BBM algorithm is the fastest compared to the 

other two algorithms due to its simple algorithm. However, 

the results obtained from this algorithm have too much noise. 

Besides, while the average computation time taken for DP 

algorithm is approximate about one minute, whereas the 

average computation time of the MHMF algorithm is 

approximately one minute plus as the MHMF algorithm is a 

combination of BBM and DP algorithms, implying its 

computation time is a bit longer compared to the rest two 

algorithms. The difference of time taken for the computation 

between DP and MHMF algorithms is only a few seconds, 

although the few seconds are worth for MHMF algorithm to 

obtain better results of the disparity map compared to BBM 

and DP algorithms. 
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Figure 7: Computation time taken (in seconds) 

 

V. CONCLUSION 

 

In this paper, a new method of stereo matching algorithms 

upon stereo hybrid filtering is presented. A Multistage Hybrid 

Median Filter (MHMF) of stereo matching algorithms with 

high accuracy and less complexity of obtaining disparity 

depth map has been implemented to be embedded in 

numerous stereo matching applications. As one of the 

significant aims of providing valuable and efficient solutions 

to stereo vision community and support researchers in the 

same line of research, we contributed and developed a highly 

efficient and robust algorithm method based on Hybrid 

Median Filter with high capability in improving the quality of 

disparity depth map. The structure of the Multistage Hybrid 

Median Filter (MHMF) involved the Basic Block Matching 

(BBM), Dynamic Programming (DP) algorithms, Hybrid 

Median Filtering (MHF), segmentation and merging 

processes. The obtained results of the disparity depth map 

used several functions including MSE, PSNR, and SSIM. 

From the evaluation and observation of the results as well as 

the previous discussion, our proposed approach MHMF is 

significant as it can achieve high accuracy of disparity depth 

map with less algorithm complexity and computational 

efficiency among other algorithms. According to the graph 

results of the evaluation functions, it is clear that disparity 

map obtained by MHMF is closer to the ground truth image 

rather than the other algorithms. The MHMF algorithms have 

the ability of remove noises, horizontal 'streaks' of DP 

algorithm and minimize the depth discontinuities of disparity 

depth maps. For future research work, the MHMF can be 

embedded in numerous stereo matching applications. 
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