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Abstract—Imbalance dataset is a big problem inside a 

classification process. Most of the classification algorithms tend 

to classify the majority instances and ignore the minority ones. 

It can cause the misclassification of the minority instances and 

make the precision and recall of this minority data become low. 

In order to resolve this kind of problem there will be done both 

undersampling and oversampling process to make the dataset 

balance. In this proposed research there will be used 

undersampling and oversampling techniques to balance the 

number of majority and minority instances from diabetic 

patient data. The other techniques used in this research are 

backward greedy stepwise for features selection and Naive 

Bayes Classifier (NBC) for data classification. The conclusion, 

oversampling techniques give significantly higher precision and 

recall than oversampling, although the accuracy fairly equal. 

 

Index Terms—Backward Greedy Stepwise; Naive Bayes 

Classifier Oversampling; Undersampling. 

 

I. INTRODUCTION 

 

Imbalance number of instances from some categories inside 

a dataset is a big problem. It can cause data misclassification 

that can cause invalid classification result. Category or class 

with big number of instances is called majority class, on the 

other hand category or class with small number of instances 

is called minority class. The classification algorithms tend to 

ignore to classify the minority class instances so the 

classification result of this class become low especially the 

values of precision and recall [1].  

There are two methods can be used for balancing the 

number of majority and minority class instances, they are 

undersampling and oversampling methods. Undersampling 

method will eliminate some majority instances randomly to 

make the number of this majority class not too far away from 

the number of minority class instances. Oversampling 

method will replicate the number of minority class instances 

in order to make the number of this minority instances 

balance with the number of majority class instances [2].  

The undersampling usage to resolve the imbalance data 

problem had ever done by [3] using diabetic patient data from 

University California Irvine (UCI) repository. The UCI’s 

diabetic data contains diabetic patient data from some 

American hospitals between 1999 until 2008 with two main 

data categories like Otherwise and Readmitted. The number 

of Otherwise data is 64141 and the number of Readmitted 

data is 6293. The Otherwise data explains that diabetic 

patients didn't do outpatient since 30 days after they had been 

discharged from the hospital, readmitted data explains that 

diabetic patients still did outpatient after undergoing 

hospitalization counted 30 days after they had been 

discharged from the hospital [4].  

The result of the previous research by [3] there was 

increasing of precision and recall values, but the increasing 

of precision and recall values wasn’t too significant. In order 

to increase the values of precision and recall, in this proposed 

research will be used oversampling method by using 

Synthetic Minority Oversampling Technique (SMOTE). The 

classification result from diabetic data that processed by 

using undersampling method will be compared with the 

classification result that processed by using SMOTE. 

SMOTE had ever used inside research by [5] for comparing 

three classification algorithms such as Probabilistic Neural 

Network (PNN), Naive Bayes (NB), and Decision Tree (DT). 

The best performance of diabetic patient data from Tehran 

Lipid Glucose Study (TLGS) classification showed by Naive 

Bayes algorithm. Inside this proposed research, another 

technique will be used is Backward Greedy Stepwise for 

selecting the most influenced attribute. 

 

II. SAMPLING METHOD 

 

The data imbalance problem occurs between two or more 

classes in a set of data. The majority class is a class with high 

amount of instances whereas minority class is a class with low 

amount of instances. The imbalance between majority and 

minority class data amount can cause invalid of classification 

results. Invalid results of classification process caused by 

misclassification of class instances. The conventional 

classification algorithm tends to classify the instances belong 

to majority class and ignore the classification process on 

minority class [5]. It will cause the classification result of 

minority class to become low. To resolve this kind of 

problem, there must be a method that could balance both 

majority and minority class data amount. This proposed 

method is sampling method. Sampling method is a method 

that could balance data distribution inside majority and 

minority classes with some certain procedures. There are two 

variations of sampling method such as undersampling and 

oversampling methods [6].  

 

A. Undersampling Method 

Undersampling method is the way to resolve the imbalance 

data set problem by eliminating the amount of majority data. 
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Spreadsubsample is one of undersampling technique that 

generates random data distribution in majority class with 

maximum distribution ratio of majority class to minority class 

is 10:1. The amount of instances on majority class will be cut 

randomly. The negative effect of undersampling method is 

the loss of important information inside the majority class 

data [7]. Undersampling method is illustrated in Figure 1. 

 

 
 
 

 
Figure 1: Undersampling Process 

 

B. Oversampling Method 

Oversampling method is the other way to resolve the 

imbalance data set problem by increasing the amount of 

minority data. SMOTE is one of oversampling method that 

generates new instances inside the minority class by 

calculating the value of the nearest linear neighborhood data. 

The distance of the nearest neighborhood data usually 

symbolized with k that set to 5 then the other new data will 

be taken from the previous data randomly [8]. Oversampling 

method is illustrated in Figure 2. 

 

 
 

 
Figure 2: Oversampling Process 

 

III. BACKWARD GREEDY STEPWISE 

 

Backward greedy stepwise is one of wrapper feature 

selection technique. Backward greedy stepwise will search 

the relevant attribute from a data set greedily [9]. The 

searching process will be started by eliminating the irrelevant 

attribute followed by evaluation of the data performance until 

only the relevant data attributes left. Relevant data attribute 

means that the presence of an attribute can give positive 

impact to the data classification result [10]. 

 

IV. NAIVE BAYES CLASSIFIER (NBC) 

 

Naive Bayes Classifier (NBC) is a classification algorithm 

based on Bayesian Theorem. This algorithm simplifies the 

data training process by assuming the independence of the 

feature inside a class. NBC can work effectively inside 

supervised learning environment by searching the biggest 

value from some class probabilities inside a data set. There 

are some advantages of using NBC algorithm such as the 

simplicity and its ability to handle the high number of data 

[11]. Classification using NBC is given by: 

 

                  𝑃(𝐶|𝑋) =  
𝑃(𝑋|𝐶) 𝑋 𝑃 (𝐶)

𝑃(𝑋)
      (1) 

 

where  P(C|X) is probability of data C inside class X, P(C) is 

probability of data C, P(X) is probability of data X, and 

P(X|C) is probability of data X inside class C. 

 

V. RESEARCH METHODOLOGY 

 

Data set used in this proposed research is diabetic patient 

data taken from University California Irvine (UCI) repository 

[12]. This data contains American diabetic patient data from 

1999 until 2008. The amount of diabetic patient with 

readmission status Readmitted is 6293 and the amount rest of 

data with readmission status Otherwise is 64141. Diabetic 

data with readmission status Otherwise are grouped as the 

majority data and the other diabetic data with Readmitted 

status are grouped as the minority data. To solve the 

imbalance data problem between majority and minority data, 

there are some to do steps as figured in Figure 3. 

 

 
 

Figure 3: Research Methodology 

 

A. Data  Preprocessing  

The initial process in this research starts with data 

preprocessing. In preprocessing step, the imbalanced DM 

data will be duplicated and grouped into undersampling and 

oversampling groups. Each group will handle their imbalance 

data by using Spreadsubsample for undersampling and 

SMOTE for oversampling.     

1) Undersampling 

Diabetic patient data in majority class will be 

eliminated by using Spreadsubsample technique. 

Spreadsubsample technique includes cutting process 

of the majority data amount, after that the data will be 

categorized into several levels of data distribution. The 

proposed distribution levels of the majority data are 

six, seventh, eight, and nine times higher than the 

amount of minority class data. 

2) Oversampling 

Diabetic patient data in minority class will be 

increased by using Synthetic Minority Oversampling 

Technique (SMOTE). Oversampling process with 

SMOTE will be started by calculating value of some 

nearest linear neighborhood data along k distances (if 

the replication number is n, so the k value is the same 

with n - 1) then followed by taking some random data 

from the previously available data . The proposed 

oversampling level of the minority class are six, seven, 
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eight, and nine times higher than the amount of the 

previous amount of minority data without 

oversampling.  

The attributes of the balanced data set then selected by 

using Backward Greedy Stepwise feature selection to search 

the most relevant attributes in undersampling and 

oversampling groups. The most relevant attribute will give 

positive impact for data classification result. DM data with 

selected attributes on both undersampling and oversampling 

group, then separated into ten groups randomly. Each of tenth 

group will be labeled with “Test_n” (n = 1, 2, ... , 10) shown 

in Figure.4. The data inside Test_n groups then divided into 

some percentages of training and testing data. The 

percentages of training data are 66%, 75%, 80%, and 90%, 

and the rest of each previous percentages will be grouped as 

testing data. 

 

B. Data Classification 

Diabetic patient data then classified by using NBC 

algorithm. The classification result used to predict the 

classification result of testing data. There are some 

components of classification result used as measuring 

elements such as accuracy, precision, and recall. Those three 

measuring elements from undersampling group then 

compared with the oversampling group elements.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4: Data Grouping Process 

 

C. Evaluation 

The evaluation of data classification performance is based 

on the values of accuracy, precision, and recall. The accurate, 

precision, and recall values from undersampling group are 

compared with accurate, precision, and also recall values 

from oversampling group. 

 

VI. RESULT 

 

The average number of the classification result from 

training data belong to undersampling and oversampling 

group are shown in Table 1. 

 
Table 1 

Accuracy comparison in training set for undersampling (US) and 

oversampling (OS) in percentage (%) 

 

Training 
set 

Data Distribution 

6 times 7 times 8 times 9 times 

US OS US OS US OS US OS 

66% 84.9 88.0 87.6 88.7 88.9 88.5 90.1 89.0 
75% 84.7 88.1 87.7 88.6 89.0 88.6 90.1 88.9 

80% 84.7 88.1 88.0 88.7 89.0 88.6 89.9 88.9 

90% 84.9 88.1 87.6 88.7 89.3 88.7 89.9 89.0 

Despite around 3.5% different in sixth-time data 

distribution, Table 1 shows fairly equal in accuracy from 

seventh until nine times data distribution. The highest value 

of accurate average belongs to  undersampling group shown 

in Table 1 is 90.1% when the amount of instances in majority 

class is nine times higher than the amount of instances in 

minority class with 66% and 75% training data percentages. 

The highest value of accurate average belongs to 

oversampling group is 89.0% when the amount of instances 

in minority class is increased by nine times higher than the 

amount of the previous minority data without oversampling 

with  66% and 90% training set. 

 
Table 2  

Precision comparison in training set for undersampling (US) and 
oversampling (OS) in percentage (%) 

 

Training 

set 

Data Distribution 

6 times 7 times 8 times 9 times 

US OS US OS US OS US OS 

66% 52.4 84.5 54.6 87.0 50.3 88.9 51.2 89.9 

75% 50.1 84.8 53.6 87.3 51.8 88.6 49.8 89.5 

80% 49.9 85.5 58.2 87.4 55.1 88.9 50.7 89.5 
90% 50.2 86.9 46.4 87.8 55.4 88.4 53.4 88.9 

 

Table 2 shows significant differences in precision average. 

Oversampling techniques have almost double compare to 

undersampling technique. The highest precision average for 

undersampling techniques is shown in Table 2 is 58.2% when 

the amount of the majority class instances is seven times 

higher than the amount of minority class instances with 80% 

training set. The highest precision average shown for 

oversampling technique in Table 2 is 88.9% when the amount 

of minority class instances is increased by nine times higher 

than the amount of the previous minority data without 

oversampling. 
 

Table 3  
Recall comparison in training set for undersampling (US) and oversampling 

(OS) in percentage (%) 

 

Training 
set 

Data Distribution 

6 times 7 times 8 times 9 times 

US OS US OS US OS US OS 

66% 10.5 83.9 6.7 85.8 3.6 88.4 3.4 89.6 
75% 50.1 84.0 6.0 85.6 3.9 88.4 3.0 89.6 

80% 9.1 83.9 6.1 86.0 3.7 88.4 3.4 89.7 

90% 8.7 84.0 6.0 85.8 3.8 88.4 3.3 89.5 

 

Table 3 shows the recall averages of oversampling almost 

21 times higher than undersampling technique, except in sixth 

times and 75% training set. The highest recall average for 

undersampling shown in Table 3 is 50.1% when the amount 

of instances in majority class is six times higher than the 

amount of instances in minority class with 75% training set. 

The highest value of recall average shown in Table 3 is 89.7% 

when the amount of instances in minority class is increased 

by nine times higher than the amount of the previous minority 

class instances without oversampling with 80% training set. 

In testing set, accuracy average of undersampling is 

slightly higher than oversampling as shown in Table 4. The 

highest accuracy average of undersampling shown in Table 4 

is 89.5% when the amount of majority class instances is nine 

times higher than the amount of minority class instances with 

10% testing data percentage. The highest accuracy average of 

oversampling shown in the table is 89.9% when the amount 

of minority class instances is increased by nine times higher 
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than the amount of minority class instances without 

oversampling with 34% testing data percentage.  
 

Table 4 

Accuracy comparison in testing set for undersampling (US) and 

oversampling (OS) in percentage (%) 
 

Testing 
set 

Data Distribution 

6 times 7 times 8 times 9 times 

US OS US OS US OS US OS 

34% 88.2 86.8 88.3 87.9 88.2 87.4 89.0 88.4 
25% 88.5 86.8 88.6 87.9 88.1 87.6 89.1 88.3 

20% 88.7 86.8 88.5 88.0 87.8 87.6 89.1 88.3 

10% 88.4 86.9 88.0 88.1 88.0 87.7 89.5 88.9 

 

Table 5 

Precision comparison in testing set for undersampling (US) and 
oversampling (OS) in percentage (%) 

 

Testing 

set 

Data Distribution 

6 times 7 times 8 times 9 times 

US OS US OS US OS US OS 

34% 32.2 86.3 32.6 87.5 32.8 87.1 29.0 88.7 

25% 35.5 86.0 38.8 87.8 45.7 87.2 32.3 88.8 

20% 35.6 86.2 41.1 87.7 38.6 87.0 31.5 88.7 
10% 43.5 86.2 36.4 87.7 32.1 87.4 34.5 89.3 

 

Table 5 shows that precision average of oversampling 

technique is more than twice higher compared to 

undersampling. The highest precision average of 

undersampling shown in Table 5 is 45.7% when the amount 

of majority class instances is eight times higher than the 

amount of minority class instances with 25% testing data 

percentage. The highest precision average of oversampling 

shown in Table 5 is 89.3% when the amount of minority class 

instances is increased by nine times higher than the amount 

of the previous minority class instances without oversampling 

with 10% testing data percentage.  

Table 6 shows the significant different the recall averages 

of oversampling compared to undersampling group in every 

cell data distribution and testing set. The highest average of 

recall for undersampling is 10.8% when the amount of 

majority class instances is nine times higher than the amount 

of minority class instances. The highest value of recall 

average shown in the table  is 89.5% when the number 

amount of minority class instances is increased by nine times 

higher than the amount of the previous minority class 

instances without oversampling with 10% testing data 

percentage. 

 

VII. CONCLUSION  

 

Based on the classification result of the training data from 

both undersampling and oversampling groups, it can be 

concluded that oversampling process by using SMOTE give 

significantly higher precision and also recall values than 

Spreadsubsample  undersampling. The accuracy average of 

SMOTE oversampling is fairly equal with Spread subsample 

undersampling with around 1% to 4% different. 

 
Table 6 

Recall comparison in testing set for undersampling (US) and oversampling 

(OS) in percentage (%) 
 

Testing 
set 

Data Distribution 

6 times 7 times 8 times 9 times 

US OS US OS US OS US OS 

34% 6.6 84.3 4.2 85.6 2.6 87.8 2.0 89.0 
25% 6.6 84.7 4.2 86.1 3.3 87.3 1.6 89.3 

20% 7.3 84.7 4.4 86.0 2.7 87.1 1.6 89.2 

10% 8.2 84.1 4.3 85.1 3.5 87.1 10.8 89.5 
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