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Abstract— Conventional method for measuring Body Mass 

Index (BMI) for individuals are using calibrated weight scale 

and measuring tape. However, there are certain cases in which 

the conventional method of measuring the BMI is not accessible. 

Thus, this experiment was proposed to overcome the problem 

using speech approach. In order to develop an effective BMI 

measuring system, speech signals of 30 subjects were recorded 

using a microphone. The dimension of the speech signal was 

reduced by extracting the relevant features using LPCC, MFCC 

and WPT based energy and entropy features. Lastly, both k-

Nearest Neighbour (kNN) and Probabilistic Neural Network 

(PNN) were used to measure the BMI of an individual. The kNN 

classifier (97.50%) gives promising accuracy compared to PNN 

classifier (96.33%). 

 

Index Terms—Estimate BMI Using Speech; MFCC; LPCC; 

WPT; kNN; PNN. 

 

I. INTRODUCTION 

 

The Body mass index (BMI) is an effort to measure the tissue 

mass that included muscle, fat, and bone in an individual. It 

can be used to categorise that person as underweight, normal 

weight, overweight, or obese based on BMI value. The BMI 

is very important for a patient that had been diagnosed with 

obesity-related diseases because they must constantly 

measure their body mass index on the daily basis of their 

weight because of the body weight changes over time. Based 

on American Association on Health and Disability reports, 

there are almost 20% of overweight adults, and 

approximately 30% of obese adults also have a disability, 

while roughly 36% of people with disabilities are also obese 

[1]. Nowadays, it also is widely used as a risk factor for the 

incidence of various health issues. In addition, it is also 

widely used as public health guidelines.  

Recently, the speech signal of an individual utterance had 

used to measure BMI [2]. The conventional method of 

measure BMI has its drawbacks. First, overestimates in very 

muscular individuals. Some athletes have a pack of muscles 

than a normal person. Second, underestimates individuals 

who have lost muscle mass such as elderly like folks or 

children. Third, exaggerated in individuals with the extreme 

of body height between short and tall individuals. Lastly, 

exaggerated in the presence of oedema. 

Based on the limitation of the conventional method, this 

experiment is proposed to investigate the relationship 

between speech signals and BMI categories. Besides that, the 

individuals will be predicted as normal, obese or overweight 

using speech signal in this experiment. The Mel Frequency 

Cepstral Coefficients (MFCCs), Linear Predictive Cepstral 

Coefficients (LPCCs) and Wavelet Packet Transform based 

features (WPT) techniques were used as feature extraction. 

The comparisons of three feature extraction techniques that 

used for classifying the BMI categorise were discussed. 

Finally, two different classifiers namely k-nearest neighbour 

(kNN) classifier and Probabilistic Neural Network (PNN) 

were used to identify the BMI categories of an individual [3]. 

 

II. LITERATURE REVIEW 

 

Body mass index (BMI) is normally used to estimate your 

body fat. This helps to determine if the weight is within the 

normal range, underweight or overweight. Based on previous 

research works, people who are obese have a higher chance 

to have diseases such as diabetes, cancer, stroke or even 

cardiovascular disease [4]. The BMI frequently utilised by the 

healthcare personnel to diagnose any possibilities of disease 

development to the patients. Besides, the obesity can lead to 

hypertension and hyperlipidemia [1]. 

The mathematical method of calculating and estimating the 

BMI is using the formula which is the divided the weight in 

kilogram to the square of height in the meter which will 

present in the meter which will present in a metric unit of 

kg/m2 [5]. Lambert Adolphe Jacques Quetelet proposed that 

BMI is a measurement the relationship between body weight 

and height [6] and have been used commonly for classifying 

underweight, normal, overweight, and obese of an individual. 

However, the BMI varies by several factors. The BMI for 

individuals in Europe and Asia are different. It is because the 

body size, weight and height of the European people and the 

Asian people are different. Besides that, the BMI also varies 

regarding the age, sex, demographic and region [7]. 

According to Lee et al. [2], a correlation of body size of the 

speaker which includes the weight and height of the speaker 

are used to determine the BMI of a person [8], [9]. By using 

Goldwave v5.58 audio software, the speaker signals are 

recorded and saved in a wav file with the sampling frequency 

of 44.1kHz [2], [8]. The subjects were requested to seat 

comfortably, and each session will allow an hour rest before 

next session. Besides that, the subjects are also required to 

talk naturally. During the experiment, the subjects need to 

pronounce each vowel for 3 seconds while having 1 seconds 

silence in between. After that, the subject needed to read a 

given sentence repeatedly for two times before finishing the 

experiment process [1, 7]. 
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A significant correlation can be observed by using speech 

to the body size of a speaker. However, certain criteria 

affected the body size. Consideration of people ages and sex 

need to be taken into account [8, 9]. In the previous study, 

they used formant frequencies and the average of the 

fundamental frequency (F0) to correlate between the speech 

and the speaker body size parameters which are the weight or 

height [11]. The study of vocal tract length (VTL) is used to 

underline the correlations between the weights of the speaker 

[11]. 

As for early research, a different task is done by using 15 

males and 15 females. 30 people with the normal capability 

of hearing to be as the judges and their speech were recorded. 

The judges were asked to estimate the height of the speaker 

from the audio recording played to them [11].   

In this experiment, speech processing is focused on 

predicting the BMI categories of normal, overweight and 

obese people accurately. Thus, certain criteria and aspects 

need to be considered before conduct the experiment as the 

speech signal is highly sensitive to noise.  

 

III. METHODOLOGY 

 

The overall BMI classification flowchart is shown in 

Figure 1. It generally consists of 4 main parts such as data 

collection, pre-processing, feature extraction and 

classification of BMI.  

 

 
Figure 1: Flowchart of the BMI classification system 

A. Database Development 

This experiment consists of 30 subjects which are divided 

based on three different BMI categorise and gender (15 males 

and 15 females). The age range of the subjects is between 21 

and 27 years old. The overall database information for BMI 

classification in this experiment was summarised in Table 1.  

All the subject participated are healthy or without disease 

that affects their vocal cords and voices. The subject that 

smoker or heavy smoker will also be considered. The heavy 

smoker has a higher tendency towards disease that related 

with vocal [7]. 

 
Table 1 

Database Information for BMI Classification 
 

Classes Normal Overweight Obese 

Number of 
subjects 

10 10 10 

Gender 5 males 

5 females 

5 males 

5 female 

5 males 

5 female 
Age range 

(years old) 
21 to 27 21 to 27 21 to 27 

 

The preparation before data collection, the subject has to 

calm down. After that, the /ah/ sound will be recorded for 5 

seconds and repeat for ten times for each subject. For each 

trial, the position of /ah/ sound is mixed in between the 

sequence with the digits from ‘0’ to ‘9’. The speech signals 

were sampled at 44.1 kHz and then down sampled to 16 kHz 

for speech signal analysis. The pre-emphasis filter had used 

to remove the noises and flatten the signal. 

 

B. Feature Extraction 

In this stage, three different feature extraction techniques 

were used in this experiment. They are Linear Predictive 

Cepstral Coefficients (LPCCs), Mel Frequency Cepstrum 

Coefficients (MFCCs), and Wavelet Packet Transform based 

Energy and Entropy (WPT-EE) features [13]–[16]. This 

short-term cepstral and nonlinear feature vectors can be used 

to represent the signal characteristic of the BMI categories, 

and it will use as input to the kNN classifier and PNN 

classifier. The LPCCs and MFCCs extraction process had 

shown in Figure 2 and Figure 3 respectively. 

For wavelet packet transform based energy and entropy 

features, it had been extracted from the wavelet packet 

coefficients by using Equation (1) and Equation (2). 

 

𝐿𝑜𝑔 𝐸𝑛𝑒𝑟𝑔𝑦 =  ∑ ∑ log (𝑊𝑖,𝑗
2)𝑛

𝑗=1
𝑚
𝑖=1   (1) 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =  − ∑ ∑ p(𝑊𝑖,𝑗) log10 𝑝(𝑊𝑖,𝑗)
𝑛
𝑗=1

𝑚
𝑖=1   (2) 

 

where:   m  = Denotes scale parameter 

  n  =  Frequency parameter 

  W =  Wavelet packet coefficients 
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Figure 2: Block diagram of Linear Predictive parameter 

 

 
 

Figure 3: Block diagram of Mel-Frequency Cepstral Coefficient 

 

C. Classification 

The kNN classification system is a simple, supervised 

algorithm that employs lazy learning [17], [18]. The PNN 

classification is the most popular classifier for artificial neural 

networks [19], [20]. Therefore, both of these classifiers had 

been used to classify the BMI in this experiment. The 

accuracy of the kNN classifier and PNN classifier are 

calculated using Equation (3). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝐶

𝑇𝑇
𝑥100%  (3) 

 

where:   TC =  Total number of correct classified 

  TT =  Total number of testing samples for each  

    categories 

 

IV. RESULTS AND DISCUSSIONS 

 

This section provides the experimental results for 

classification of BMI with different feature vector sets and 

two classifiers. There is 270 speech sample files are used for 

training, and 30 speech sample files are used for testing in this 

experiment results. 

Based on Figure 4, the hybrid features gives the highest 

accuracy of 97.28% with k-value equal to 5. Meanwhile, the 

results proved that hybrid feature vector helps to improve the 

accuracy than single feature vector alone. 

Based on Figure 5, the hybrid features gives the highest 

accuracy of 97.00% with smoothing factor of (0.13, 0.14, 

0.16, 0.18 and 0.19). Besides that, a smoothing factor of 0.13 

was better for MFCC, LPCC, WPT-EE and hybrid features 

vectors. The optimum accuracy can obtain by PNN classifier 

was 97.00%. 

 

 
 
 

Table 2 
Confusion Matrix of Classification 

 

O
u

tp
u
t 

C
la

ss
 

Target Class 

 Normal  Overweight Obese 

Normal 90 1 2 

Overweight 8 99 5 

Obese 2 0 93 

 

In Table 2, the confusion matrix shows normal, overweight 

and obese that has 100 samples for each class. For normal, 90 

samples had correctly classified, eight samples were wrongly 

classified as overweight, and two samples were wrongly 

classified as obese. For overweight, 99 samples had correctly 

classified, and 1 sample was wrongly classified as normal. 

Last, 93 samples had correctly classified as obese, two 

samples were wrongly classified as normal, and five samples 

were wrongly classified as obese. 
 

V. CONCLUSION 

 

This study is conducted to propose an effective way to 

classify the Body Mass Index (BMI) status of an individual 

by using speech features. The previous research works for 

this area of study has proposed and suggested a few methods 

and approach to their study. The conventional method of 

measuring the BMI is already easy. However, there are 

certain cases that the method is insufficient and has 

limitations such as it can show where the body fat locate, 

muscular man, tends to fall into the overweight category and 

weight change rapidly over time, therefore, it is hard to work 

in the remote area. Hence, an automated classification system 

that will classify the different status of BMI has been 

developed using speech features to overcome the drawbacks 

of the current method thereby achieved the three main 

objectives of this study. 

Researchers in the study have proposed several types of 

classifiers. Most of the researchers have tested their best 

features with one or several classifiers. As for this research 

work, k-Nearest Neighbour (kNN) and Probabilistic Neural 

Network (PNN) were used to test and validate the efficiency 

of the features extraction method used in this report. A kNN 

shows a better accuracy which is 97.28% when compared to 

PNN with 97.00% of accuracy. Difficulties faced during the 

study were finding suitable subjects for this research, 

selecting suitable features and classification method to 

classify the data.  
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Figure 4: Classification of MFCC, LPCC, WPT-EE and Hybrid Features using kNN classifier 

 

 

 
 

Figure 5: Classification of MFCC, LPCC, WPT-EE and Hybrid Features using PNN classifier 

 

 

 

 

 

 

 

 

 

 

 

 

 

1 2 3 4 5 6 7 8 9 10

MFCC 96.17 95.78 95.61 95.61 93.67 94.72 92.78 94.22 92.61 92.61

LPCC 92.22 92.00 92.67 92.17 93.94 91.83 90.89 91.83 90.94 90.56

WPT-EE 79.39 81.00 80.28 81.72 81.83 81.78 82.17 82.67 80.56 81.44

Hybrid 96.72 96.72 96.89 97.17 97.28 97.11 95.67 94.28 93.83 95.78
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0.10 0.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18 0.19

MFCC 96.33 95.67 95.00 96.00 96.33 95.67 95.67 95.33 95.33 95.67

LPCC 92.33 92.33 92.33 92.33 92.00 92.33 92.67 92.33 93.33 93.33

WPT-EE 76.00 75.33 77.00 76.33 75.67 76.00 77.00 75.67 75.33 75.33

Hybrid 96.67 96.67 96.67 97.00 97.00 96.33 97.00 96.67 97.00 97.00
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