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Abstract 

This paper presents a method to obtain an 
estimation of range for disparity mapping 
using curve fitting tool (cftool) in stereo vision 
application. This tool is provided by Matlab 
software. The depth maps are produced by block 
matching algorithm Sum of Absolute Differences 
(SAD). The detection of range determined by 
cftool will be used as a reference for stereo vision 
application such as autonomous vehicle which 
will be described in this paper. The process of 
camera calibration, image rectification, stereo 
correspondence and disparity mapping is also 
discussed in this paper.

Keywords: Camera calibration;  curve fitting 
tool; rectification; stereo correspondence; stereo 
vision.

I.	 INTRODUCTION

The cftool is a graphical user interface (GUI) 
that allows to visually exploring data and 
fits as scatter plots. Cftool accesses GUIs 
for importing, preprocessing, and fitting 
data, and for plotting and analyzing fits 
to the data. In this paper, cftool is a tool 
to estimate the distance of each obstacle 
detected by stereo camera. In mapping the 
disparity values, cftool produces a graph 
which consist of range versus disparity 
values each pixel that match up in stereo 
image (left and right image).

II.	 HARDWARE 
IMPLEMENTATION

Vision-based sensing methods usually 
employ two cameras using stereo vision 
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technique to acquire images surrounding 
the robot.  In the case of autonomous 
vehicle navigation in this project, the 
stereo camera used to acquire the image 
sequence is in motionlessness.  Each 
frame that is captured by the cameras 
represents an image of the scene at a 
particular instant in time.  As the robot 
navigates by avoiding the obstacles in its 
path, tremendous numbers of frames are 
acquired, and they should be processed 
quickly in order to achieve real-time 
motion. Figure 1 shows the basic system 
components required for this project. An 
autonomous vehicle navigation system 
consists of:

•	 static stereo camera to acquire 
images of the scene,

•	 a laptop with core 2 duo processor, 
3 gigabyte RAM, 3 USB ports 
and image processing software to 
digitize the images, and

 •	 a motor controller from National 
Instrument (Data Acquisition) to 
process the relevant input signal 
from notebook to generate the 
signals for motors.

 
 

 

 
 

Figure 1    Autonomous vehicle 
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I.  INTRODUCTION   
The cftool is a graphical user interface (GUI) that allows to 

visually exploring data and fits as scatter plots. Cftool 
accesses GUIs for importing, preprocessing, and fitting data, 
and for plotting and analyzing fits to the data. In this paper, 
cftool is a tool to estimate the distance of each obstacle 
detected by stereo camera. In mapping the disparity values, 
cftool produces a graph which consist of range versus 
disparity values each pixel that match up in stereo image (left 
and right image). 

II. HARDWARE IMPLEMENTATION 
Vision-based sensing methods usually employ two 

cameras using stereo vision technique to acquire images 
surrounding the robot.  In the case of autonomous vehicle 
navigation in this project, the stereo camera used to acquire 
the image sequence is in motionlessness.  Each frame that is 
captured by the cameras represents an image of the scene at a 
particular instant in time.  As the robot navigates by avoiding 
the obstacles in its path, tremendous numbers of frames are 
acquired, and they should be processed quickly in order to 
achieve real-time motion. Figure 1 shows the basic system 
components required for this project. An autonomous vehicle 
navigation system consists of: 

 
      static stereo camera to acquire images of the scene, 
      a laptop with core 2 duo processor, 3 gigabyte RAM, 

3 USB ports and image processing software to 
digitize the images, and 
 

 
 

 

 

      a motor controller from National Instrument (Data 
Acquisition) to process the relevant input signal from 
notebook to generate the signals for motors. 

A machine vision system is very similar to human vision 
system in a sense that the stereo cameras and the image 
processor act as the eyes, and the motor controller acts as the 
brain to control the autonomous vehicle.  As the vehicle 
navigates, the onboard stereo cameras capture the images and 
send them to the image processor, which extracts the relevant 
visual information such as range to nearby objects.  The 
connection between NI-DAQ and laptop is using USB port. It 
uses 5 volt to operate. The stereo cameras installation is not in 
the same serial port location. It means that each stereo camera 
USB port has to be in separate location or hub. This 
procedure is to avoid an error from Matlab. The software of 
Matlab is only capable to capture the image with one port at a 
time.  

III. TSAI’S METHOD FOR STEREO CAMERA CALIBRATION 
Construction of a full model from the stereo pair requires 

calibration of the camera system using software. From a 
stereo camera system (stereo rig) has accurately specified 
intrinsic and extrinsic parameters for both cameras. 
According to [1] the intrinsic camera parameters specify a 
pinhole camera model with radial distortion. The pinhole 
model is characterized by its focal length, image centre, pixel 
spacing in two dimensions and the radial distortion is 
characterized by a single parameter. The extrinsic parameters 
describe the relative position and orientation of the two 
cameras.  Intrinsic parameters for a given camera are 
constant, assuming the physical parameters of the optics do 
not change over time, and thus may be pre-calculated. 
Extrinsic parameters depend on the relative camera poses and 
will be constant if the cameras are fixed relative to one 
another [1].  Both intrinsic and extrinsic calibration 
parameters are calculated using the Tsai’s method from a tool 
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Figure 1:    Autonomous vehicle
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A machine vision system is very similar 
to human vision system in a sense 
that the stereo cameras and the image 
processor act as the eyes, and the motor 
controller acts as the brain to control 
the autonomous vehicle.  As the vehicle 
navigates, the onboard stereo cameras 
capture the images and send them to 
the image processor, which extracts the 
relevant visual information such as range 
to nearby objects.  The connection between 
NI-DAQ and laptop is using USB port. It 
uses 5 volt to operate. The stereo cameras 
installation is not in the same serial port 
location. It means that each stereo camera 
USB port has to be in separate location or 
hub. This procedure is to avoid an error 
from Matlab. The software of Matlab is 
only capable to capture the image with 
one port at a time.

III.	 TSAI’S METHOD FOR 
STEREO CAMERA 
CALIBRATION

Construction of a full model from the 
stereo pair requires calibration of the 
camera system using software. From 
a stereo camera system (stereo rig) 
has accurately specified intrinsic and 
extrinsic parameters for both cameras. 
According to [1] the intrinsic camera 
parameters specify a pinhole camera 
model with radial distortion. The pinhole 
model is characterized by its focal 
length, image centre, pixel spacing in 
two dimensions and the radial distortion 
is characterized by a single parameter. 
The extrinsic parameters describe the 
relative position and orientation of the 
two cameras.  Intrinsic parameters for 
a given camera are constant, assuming 
the physical parameters of the optics 
do not change over time, and thus may 
be pre-calculated. Extrinsic parameters 
depend on the relative camera poses and 
will be constant if the cameras are fixed 
relative to one another [1].  Both intrinsic 
and extrinsic calibration parameters are 
calculated using the Tsai’s method from 
a tool

 
 

 

 
Figure 2    Flowchart of Tsai’s method 
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Figure 5  Original image (a) and after rectification process (b) 

by Matlab provided by [2]. There are images of a calibration  
target, see Figure 5(a), consisting images of left and right 
scene. It is totally uncalibrated images due to unaligned each 
comparing image left to right. 

The flowchart Figure 2 shows the steps of calibration using 
the Tsai’s method in Matlab toolbox. The first step is to get a 
set of images in digital form and start to evaluate the error 
between the images of left and right. If the images are not 
converge each other then the system will adjust the value of 
the camera evaluation until they converge. The adjusted 
value or parameters will be used as a result for calibration 
process to be used in rectifying process [3]. The result 
contains of intrinsic parameters TABLE I and TABLE II and 
extrinsic parameters in TABLE III. These values are 
represented in pixel intensity values. 

TABLE I.  IINTRINSIC  PARAMETERS  OF LEFT CAMERA 
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IV. DEPTH ESTIMATION IN DISPARITY MAPPING 

To get the depth value, the rectified images have to run 
through several processes starting from stereo 
correspondence until the disparity mapping. According to 
Figure 3, the stereo correspondence or stereo matching have 
using SAD algorithm as described earlier in abstract. Range 

estimation is equivalent to depth estimation in mapping the 
disparity values using intensity of pixel value for each 
matching point.  

A. Image Rectification 
The rectification of stereo image pairs can be carry out 

under the condition of calibrated camera.  To quickly and 
accurately search the corresponding points along the 
scan-lines, rectification of stereo pairs are performed so that 
corresponding epipolar lines are parallel to the horizontal 
scan-lines and the difference in vertical direction is zero. 
Image rectification is the undistortion according to the 
calibration parameters calculated in the camera calibration. 
After all intrinsic and extrinsic camera parameters are 
calculated they can be used to rectify images according to the 
epipolar constraint [4]. The rectification process is shown by 
Figure 4. The process above starting with acquire stereo 
images after that the image programming software Matlab 
will enhance the images using histogram equalization 
method. The next step is finding the matching point to be 
rectified. This problem faces a correspondence problem. 
Then the matched point and camera calibration information 
are applied to reconstruct the stereo images to form a rectified 
images. The equation below is used to rectify the images in 
Matlab.  
Inew(x0, y0) = a1Iold(x1, y1) + a2Iold(x2, y2) + a3Iold(x3, y3) + 
a4Iold(x4, y4)                                                                   (1) 

With Inew and Iold as the original and the rectified image and 
the blending coefficients ai separate for each camera. Figure 
5(a)(b) are the original image before rectification and after 
rectification. The output size of rectified stereo image is 
320x240. The horizontal line for both images indicates the 
left and right image is horizontally aligned compared to 
image Figure 5(a). 

B. Stereo Correspondence  

Figure 2:    Flowchart of Tsai’s method

by Matlab provided by [2]. There are 
images of a calibration 

target, see Figure 5(a), consisting images 
of left and right scene. It is totally 
uncalibrated images due to unaligned 
each comparing image left to right.

The flowchart Figure 2 shows the steps 
of calibration using the Tsai’s method in 
Matlab toolbox. The first step is to get a 
set of images in digital form and start to 
evaluate the error between the images 
of left and right. If the images are not 
converge each other then the system will 
adjust the value of the camera evaluation 
until they converge. The adjusted value 
or parameters will be used as a result for 
calibration process to be used in rectifying 
process [3]. The result contains of intrinsic 
parameters TABLE I and TABLE II and 
extrinsic parameters in TABLE III. These 
values are represented in pixel intensity 
values.

Table I: Iintrinsic  Parameters  Of Left Camera

 
 

 

 
Figure 2    Flowchart of Tsai’s method 

 
Figure 3  Range estimation process 

 
Figure 4  Rectification process 

 

Left Image Right Image 

 
(a) 

 

Left Image Right Image 
 

(b) 

Figure 5  Original image (a) and after rectification process (b) 

by Matlab provided by [2]. There are images of a calibration  
target, see Figure 5(a), consisting images of left and right 
scene. It is totally uncalibrated images due to unaligned each 
comparing image left to right. 

The flowchart Figure 2 shows the steps of calibration using 
the Tsai’s method in Matlab toolbox. The first step is to get a 
set of images in digital form and start to evaluate the error 
between the images of left and right. If the images are not 
converge each other then the system will adjust the value of 
the camera evaluation until they converge. The adjusted 
value or parameters will be used as a result for calibration 
process to be used in rectifying process [3]. The result 
contains of intrinsic parameters TABLE I and TABLE II and 
extrinsic parameters in TABLE III. These values are 
represented in pixel intensity values. 
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IV. DEPTH ESTIMATION IN DISPARITY MAPPING 

To get the depth value, the rectified images have to run 
through several processes starting from stereo 
correspondence until the disparity mapping. According to 
Figure 3, the stereo correspondence or stereo matching have 
using SAD algorithm as described earlier in abstract. Range 

estimation is equivalent to depth estimation in mapping the 
disparity values using intensity of pixel value for each 
matching point.  

A. Image Rectification 
The rectification of stereo image pairs can be carry out 

under the condition of calibrated camera.  To quickly and 
accurately search the corresponding points along the 
scan-lines, rectification of stereo pairs are performed so that 
corresponding epipolar lines are parallel to the horizontal 
scan-lines and the difference in vertical direction is zero. 
Image rectification is the undistortion according to the 
calibration parameters calculated in the camera calibration. 
After all intrinsic and extrinsic camera parameters are 
calculated they can be used to rectify images according to the 
epipolar constraint [4]. The rectification process is shown by 
Figure 4. The process above starting with acquire stereo 
images after that the image programming software Matlab 
will enhance the images using histogram equalization 
method. The next step is finding the matching point to be 
rectified. This problem faces a correspondence problem. 
Then the matched point and camera calibration information 
are applied to reconstruct the stereo images to form a rectified 
images. The equation below is used to rectify the images in 
Matlab.  
Inew(x0, y0) = a1Iold(x1, y1) + a2Iold(x2, y2) + a3Iold(x3, y3) + 
a4Iold(x4, y4)                                                                   (1) 

With Inew and Iold as the original and the rectified image and 
the blending coefficients ai separate for each camera. Figure 
5(a)(b) are the original image before rectification and after 
rectification. The output size of rectified stereo image is 
320x240. The horizontal line for both images indicates the 
left and right image is horizontally aligned compared to 
image Figure 5(a). 

B. Stereo Correspondence  
Table II: Intrinsic Parameters Of Right Camera
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Figure 5  Original image (a) and after rectification process (b) 

by Matlab provided by [2]. There are images of a calibration  
target, see Figure 5(a), consisting images of left and right 
scene. It is totally uncalibrated images due to unaligned each 
comparing image left to right. 

The flowchart Figure 2 shows the steps of calibration using 
the Tsai’s method in Matlab toolbox. The first step is to get a 
set of images in digital form and start to evaluate the error 
between the images of left and right. If the images are not 
converge each other then the system will adjust the value of 
the camera evaluation until they converge. The adjusted 
value or parameters will be used as a result for calibration 
process to be used in rectifying process [3]. The result 
contains of intrinsic parameters TABLE I and TABLE II and 
extrinsic parameters in TABLE III. These values are 
represented in pixel intensity values. 
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IV. DEPTH ESTIMATION IN DISPARITY MAPPING 

To get the depth value, the rectified images have to run 
through several processes starting from stereo 
correspondence until the disparity mapping. According to 
Figure 3, the stereo correspondence or stereo matching have 
using SAD algorithm as described earlier in abstract. Range 

estimation is equivalent to depth estimation in mapping the 
disparity values using intensity of pixel value for each 
matching point.  

A. Image Rectification 
The rectification of stereo image pairs can be carry out 

under the condition of calibrated camera.  To quickly and 
accurately search the corresponding points along the 
scan-lines, rectification of stereo pairs are performed so that 
corresponding epipolar lines are parallel to the horizontal 
scan-lines and the difference in vertical direction is zero. 
Image rectification is the undistortion according to the 
calibration parameters calculated in the camera calibration. 
After all intrinsic and extrinsic camera parameters are 
calculated they can be used to rectify images according to the 
epipolar constraint [4]. The rectification process is shown by 
Figure 4. The process above starting with acquire stereo 
images after that the image programming software Matlab 
will enhance the images using histogram equalization 
method. The next step is finding the matching point to be 
rectified. This problem faces a correspondence problem. 
Then the matched point and camera calibration information 
are applied to reconstruct the stereo images to form a rectified 
images. The equation below is used to rectify the images in 
Matlab.  
Inew(x0, y0) = a1Iold(x1, y1) + a2Iold(x2, y2) + a3Iold(x3, y3) + 
a4Iold(x4, y4)                                                                   (1) 

With Inew and Iold as the original and the rectified image and 
the blending coefficients ai separate for each camera. Figure 
5(a)(b) are the original image before rectification and after 
rectification. The output size of rectified stereo image is 
320x240. The horizontal line for both images indicates the 
left and right image is horizontally aligned compared to 
image Figure 5(a). 

B. Stereo Correspondence  
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Table III. Extrinsic Parameters  (Left And Right 
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Figure 5  Original image (a) and after rectification process (b) 

by Matlab provided by [2]. There are images of a calibration  
target, see Figure 5(a), consisting images of left and right 
scene. It is totally uncalibrated images due to unaligned each 
comparing image left to right. 

The flowchart Figure 2 shows the steps of calibration using 
the Tsai’s method in Matlab toolbox. The first step is to get a 
set of images in digital form and start to evaluate the error 
between the images of left and right. If the images are not 
converge each other then the system will adjust the value of 
the camera evaluation until they converge. The adjusted 
value or parameters will be used as a result for calibration 
process to be used in rectifying process [3]. The result 
contains of intrinsic parameters TABLE I and TABLE II and 
extrinsic parameters in TABLE III. These values are 
represented in pixel intensity values. 
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To get the depth value, the rectified images have to run 
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disparity values using intensity of pixel value for each 
matching point.  

A. Image Rectification 
The rectification of stereo image pairs can be carry out 
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accurately search the corresponding points along the 
scan-lines, rectification of stereo pairs are performed so that 
corresponding epipolar lines are parallel to the horizontal 
scan-lines and the difference in vertical direction is zero. 
Image rectification is the undistortion according to the 
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After all intrinsic and extrinsic camera parameters are 
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images after that the image programming software Matlab 
will enhance the images using histogram equalization 
method. The next step is finding the matching point to be 
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a4Iold(x4, y4)                                                                   (1) 

With Inew and Iold as the original and the rectified image and 
the blending coefficients ai separate for each camera. Figure 
5(a)(b) are the original image before rectification and after 
rectification. The output size of rectified stereo image is 
320x240. The horizontal line for both images indicates the 
left and right image is horizontally aligned compared to 
image Figure 5(a). 
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Figure 5  Original image (a) and after rectification process (b) 
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the camera evaluation until they converge. The adjusted 
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To get the depth value, the rectified images have to run 
through several processes starting from stereo 
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Figure 3, the stereo correspondence or stereo matching have 
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estimation is equivalent to depth estimation in mapping the 
disparity values using intensity of pixel value for each 
matching point.  

A. Image Rectification 
The rectification of stereo image pairs can be carry out 

under the condition of calibrated camera.  To quickly and 
accurately search the corresponding points along the 
scan-lines, rectification of stereo pairs are performed so that 
corresponding epipolar lines are parallel to the horizontal 
scan-lines and the difference in vertical direction is zero. 
Image rectification is the undistortion according to the 
calibration parameters calculated in the camera calibration. 
After all intrinsic and extrinsic camera parameters are 
calculated they can be used to rectify images according to the 
epipolar constraint [4]. The rectification process is shown by 
Figure 4. The process above starting with acquire stereo 
images after that the image programming software Matlab 
will enhance the images using histogram equalization 
method. The next step is finding the matching point to be 
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Then the matched point and camera calibration information 
are applied to reconstruct the stereo images to form a rectified 
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Matlab.  
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With Inew and Iold as the original and the rectified image and 
the blending coefficients ai separate for each camera. Figure 
5(a)(b) are the original image before rectification and after 
rectification. The output size of rectified stereo image is 
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Figure 3: Range estimation process

To get the depth value, the rectified images 
have to run through several processes 
starting from stereo correspondence 
until the disparity mapping. According 
to Figure 3, the stereo correspondence 
or stereo matching have using SAD 
algorithm as described earlier in abstract.

Range estimation is equivalent to depth 
estimation in mapping the disparity 
values using intensity of pixel value for 
each matching point. 

A.	 Image Rectification

The rectification of stereo image pairs 
can be carry out under the condition 
of calibrated camera.  To quickly and 
accurately search the corresponding 
points along the scan-lines, rectification 
of stereo pairs are performed so that 
corresponding epipolar lines are parallel 
to the horizontal scan-lines and the 
difference in vertical direction is zero. 
Image rectification is the undistortion 
according to the calibration parameters 
calculated in the camera calibration. 
After all intrinsic and extrinsic camera 
parameters are calculated they can be 
used to rectify images according to the 
epipolar constraint [4]. The rectification 
process is shown by Figure 4. The process 
above starting with acquire stereo images 
after that the image programming 
software Matlab will enhance the images 
using histogram equalization method. 
The next step is finding the matching 

point to be rectified. This problem faces 
a correspondence problem. Then the 
matched point and camera calibration 
information are applied to reconstruct the 
stereo images to form a rectified images. 
The equation below is used to rectify the 
images in Matlab. 
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IV. DEPTH ESTIMATION IN DISPARITY MAPPING 

To get the depth value, the rectified images have to run 
through several processes starting from stereo 
correspondence until the disparity mapping. According to 
Figure 3, the stereo correspondence or stereo matching have 
using SAD algorithm as described earlier in abstract. Range 
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matching point.  
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accurately search the corresponding points along the 
scan-lines, rectification of stereo pairs are performed so that 
corresponding epipolar lines are parallel to the horizontal 
scan-lines and the difference in vertical direction is zero. 
Image rectification is the undistortion according to the 
calibration parameters calculated in the camera calibration. 
After all intrinsic and extrinsic camera parameters are 
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are rectified. That is, the epipolar lines 
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plotting the rectified images indicate the 
horizontal coordinate by x and the vertical 
coordinate by y. With that geometry, given 
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a pixel at coordinate xl, the problem of 
stereo matching is to find the coordinate 
xr of the corresponding pixel in the same 
row in the right image. The difference d = 
xr - xl is called the disparity at that pixel. 
The basic matching approach is to take 
a window W centered at the left pixel, 
translate that window by d and compare 
the intensity values in W in the left image 
and W translated in the right image [4][5]. 
The comparison metric typically has the 
form:
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surrounding, in the right image Ir is calculated and ds is 
disparity value [6]. The minimum over the row in the right 
image is chosen to be the best matching pixel. The disparity 
then is calculated as the actual horizontal pixel difference. 
The output is a disparity image. Those images can be 
interpreted as disparity being the inverse of the depth (larger 
disparity for points closer to the cameras) [4]. 

To calculate stereo correspondence of stereo images, there 
are some simple standard algorithms by using block 
matching and matching criteria. The blocks are usually 
defined on epipolar line for matching ease. Each block from 
the left image is matched into a block in the right image by 
shifting the left block over the searching area of pixels in 
right image as shown in Figure 6. At each shift, the sum of 
comparing parameter such as the intensity or color of the two 
blocks is computed and saved. The sum parameter is called 
“match strength”. The shift which gives a best result of the 
matching criteria is considered as the best match or 
correspondence [7]. 

According to [8] the SAD algorithm works on each block 
from the left image is matched into a block in the right image 
by shifting the left block over the searching area of pixels in 
right image as shown in Figure 6. Ideally, for every pixel 
mask within the original image there should be a single mask 
within a second image that is nearly identical to the original 
and thus the SAD for this comparison should be zero [9]. 

C. Disparity Mapping 

Together with the stereo camera parameters from 
calibration and the disparity between corresponding stereo 
points, the stereo images distances can be retrieved. In order 
to find corresponding pairs of stereo points, they first have to 
be compared for different disparities, after which the best 
matching pairs can be determined. The maximum range at 
which the stereo vision can be used for detecting obstacles 
depends on the image and depth resolution [10]. Absolute 
differences of pixel intensities are used in the algorithm to 
compute stereo similarities between points. By computing 
the sum of the absolute differences for pixels in a window 
surrounding the points, the difference between similarity 
values for stereo points can be calculated. The disparity 
associated with the smallest SAD value is selected as best 
match [4] Figure 7 shows the disparity mapping using SAD 
block matching algorithm. 

D. Range Estimation using Curve Fitting Tool 
The estimation of the obstacle’s range in this paper is using 

curve fitting tool in Matlab to determine the range according 
to the pixel values. Each pixel in the mapping of disparity 
will be calculated through the curve fitting tool and the 
coordinate of horizontal is referring to left image. The 
equation of the distance estimation is:  
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 a =  0.339 
 b = -3.525 
 c=  0.9817 
 d= -0.4048   

 
Where the value of a, b, c and d is a constant value 

produced by curve fitting tool. The value of x represents the 
value of pixels in the disparity mapping.  The curve can be 
explained as Figure 8. X axis represents disparity value in 
pixel density and y axis shows the distance or range in meter 
for every disparity values.  TABLE IV and TABLE V show 
the result of pixel values comparing with range in meter using 
cftool. The data can be analyze with some pixel values taken 
during the experiment of autonomous vehicle navigation.  
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Together with the stereo camera 
parameters from calibration and the 
disparity between corresponding stereo 
points, the stereo images distances can be 
retrieved. In order to find corresponding 
pairs of stereo points, they first have to 
be compared for different disparities, 
after which the best matching pairs can 
be determined. The maximum range at 
which the stereo vision can be used for 
detecting obstacles depends on the image 
and depth resolution [10]. Absolute 
differences of pixel intensities are used 
in the algorithm to compute stereo 
similarities between points. By computing 
the sum of the absolute differences for 
pixels in a window surrounding the 
points, the difference between similarity 
values for stereo points can be calculated. 
The disparity associated with the smallest 
SAD value is selected as best match [4] 
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Figure 7 shows the disparity mapping 
using SAD block matching algorithm.

D.	 Range Estimation using Curve 
Fitting Tool

The estimation of the obstacle’s range in 
this paper is using curve fitting tool in 
Matlab to determine the range according 
to the pixel values. Each pixel in the 
mapping of disparity will be calculated 
through the curve fitting tool and the 
coordinate of horizontal is referring to 
left image. The equation of the distance 
estimation is: 

 
 

 

 
Figure 6  SAD block matching process 

 
 

Figure 7    Disparity mapping of calibrated cameras using Tsai’s 
method 

 

With assume from now on that the images are rectified. 
That is, the epipolar lines are parallel to the rows of the 
images. By plotting the rectified images indicate the 
horizontal coordinate by x and the vertical coordinate by y. 
With that geometry, given a pixel at coordinate xl, the 
problem of stereo matching is to find the coordinate xr of the 
corresponding pixel in the same row in the right image. The 
difference d = xr - xl is called the disparity at that pixel. The 
basic matching approach is to take a window W centered at 
the left pixel, translate that window by d and compare the 
intensity values in W in the left image and W translated in the 
right image [4][5]. The comparison metric typically has the 
form: 
 
SAD : ∑(Il (x, y), Ir (x+d, y)) =∑│Il (x, y) - Ir (x+d, y)│   (2) 
 

The function of SAD measures the difference between the 
pixel values. The disparity is computed at every pixel in the 
image and for every possible disparity. It sums up the 
intensities of all surrounding pixels in the neighborhood for 
each pixel in the left image Il. The absolute difference 
between this sum and the sum of the pixel, and its 
surrounding, in the right image Ir is calculated and ds is 
disparity value [6]. The minimum over the row in the right 
image is chosen to be the best matching pixel. The disparity 
then is calculated as the actual horizontal pixel difference. 
The output is a disparity image. Those images can be 
interpreted as disparity being the inverse of the depth (larger 
disparity for points closer to the cameras) [4]. 

To calculate stereo correspondence of stereo images, there 
are some simple standard algorithms by using block 
matching and matching criteria. The blocks are usually 
defined on epipolar line for matching ease. Each block from 
the left image is matched into a block in the right image by 
shifting the left block over the searching area of pixels in 
right image as shown in Figure 6. At each shift, the sum of 
comparing parameter such as the intensity or color of the two 
blocks is computed and saved. The sum parameter is called 
“match strength”. The shift which gives a best result of the 
matching criteria is considered as the best match or 
correspondence [7]. 

According to [8] the SAD algorithm works on each block 
from the left image is matched into a block in the right image 
by shifting the left block over the searching area of pixels in 
right image as shown in Figure 6. Ideally, for every pixel 
mask within the original image there should be a single mask 
within a second image that is nearly identical to the original 
and thus the SAD for this comparison should be zero [9]. 

C. Disparity Mapping 

Together with the stereo camera parameters from 
calibration and the disparity between corresponding stereo 
points, the stereo images distances can be retrieved. In order 
to find corresponding pairs of stereo points, they first have to 
be compared for different disparities, after which the best 
matching pairs can be determined. The maximum range at 
which the stereo vision can be used for detecting obstacles 
depends on the image and depth resolution [10]. Absolute 
differences of pixel intensities are used in the algorithm to 
compute stereo similarities between points. By computing 
the sum of the absolute differences for pixels in a window 
surrounding the points, the difference between similarity 
values for stereo points can be calculated. The disparity 
associated with the smallest SAD value is selected as best 
match [4] Figure 7 shows the disparity mapping using SAD 
block matching algorithm. 

D. Range Estimation using Curve Fitting Tool 
The estimation of the obstacle’s range in this paper is using 

curve fitting tool in Matlab to determine the range according 
to the pixel values. Each pixel in the mapping of disparity 
will be calculated through the curve fitting tool and the 
coordinate of horizontal is referring to left image. The 
equation of the distance estimation is:  

 
              Range = a*exp(b*x) + c*exp(d*x)                       (3) 

 
 a =  0.339 
 b = -3.525 
 c=  0.9817 
 d= -0.4048   

 
Where the value of a, b, c and d is a constant value 

produced by curve fitting tool. The value of x represents the 
value of pixels in the disparity mapping.  The curve can be 
explained as Figure 8. X axis represents disparity value in 
pixel density and y axis shows the distance or range in meter 
for every disparity values.  TABLE IV and TABLE V show 
the result of pixel values comparing with range in meter using 
cftool. The data can be analyze with some pixel values taken 
during the experiment of autonomous vehicle navigation.  

TABLE IV.  DATA FROM CFTOOL 

 

 

 

 

•	 a =  0.339
•	 b = -3.525
•	 c=  0.9817
•	 d= -0.4048  

Where the value of a, b, c and d is a 
constant value produced by curve fitting 
tool. The value of x represents the value 
of pixels in the disparity mapping.  The 
curve can be explained as Figure 8. X axis 
represents disparity value in pixel density 
and y axis shows the distance or range in 
meter for every disparity values.  TABLE 
IV and TABLE V show the result of pixel 
values comparing with range in meter 
using cftool. The data can be analyze 
with some pixel values taken during 
the experiment of autonomous vehicle 
navigation. 

Table IV: Data From Cftool

 
 

 

 
Figure 6  SAD block matching process 

 
 

Figure 7    Disparity mapping of calibrated cameras using Tsai’s 
method 

 

With assume from now on that the images are rectified. 
That is, the epipolar lines are parallel to the rows of the 
images. By plotting the rectified images indicate the 
horizontal coordinate by x and the vertical coordinate by y. 
With that geometry, given a pixel at coordinate xl, the 
problem of stereo matching is to find the coordinate xr of the 
corresponding pixel in the same row in the right image. The 
difference d = xr - xl is called the disparity at that pixel. The 
basic matching approach is to take a window W centered at 
the left pixel, translate that window by d and compare the 
intensity values in W in the left image and W translated in the 
right image [4][5]. The comparison metric typically has the 
form: 
 
SAD : ∑(Il (x, y), Ir (x+d, y)) =∑│Il (x, y) - Ir (x+d, y)│   (2) 
 

The function of SAD measures the difference between the 
pixel values. The disparity is computed at every pixel in the 
image and for every possible disparity. It sums up the 
intensities of all surrounding pixels in the neighborhood for 
each pixel in the left image Il. The absolute difference 
between this sum and the sum of the pixel, and its 
surrounding, in the right image Ir is calculated and ds is 
disparity value [6]. The minimum over the row in the right 
image is chosen to be the best matching pixel. The disparity 
then is calculated as the actual horizontal pixel difference. 
The output is a disparity image. Those images can be 
interpreted as disparity being the inverse of the depth (larger 
disparity for points closer to the cameras) [4]. 

To calculate stereo correspondence of stereo images, there 
are some simple standard algorithms by using block 
matching and matching criteria. The blocks are usually 
defined on epipolar line for matching ease. Each block from 
the left image is matched into a block in the right image by 
shifting the left block over the searching area of pixels in 
right image as shown in Figure 6. At each shift, the sum of 
comparing parameter such as the intensity or color of the two 
blocks is computed and saved. The sum parameter is called 
“match strength”. The shift which gives a best result of the 
matching criteria is considered as the best match or 
correspondence [7]. 

According to [8] the SAD algorithm works on each block 
from the left image is matched into a block in the right image 
by shifting the left block over the searching area of pixels in 
right image as shown in Figure 6. Ideally, for every pixel 
mask within the original image there should be a single mask 
within a second image that is nearly identical to the original 
and thus the SAD for this comparison should be zero [9]. 

C. Disparity Mapping 

Together with the stereo camera parameters from 
calibration and the disparity between corresponding stereo 
points, the stereo images distances can be retrieved. In order 
to find corresponding pairs of stereo points, they first have to 
be compared for different disparities, after which the best 
matching pairs can be determined. The maximum range at 
which the stereo vision can be used for detecting obstacles 
depends on the image and depth resolution [10]. Absolute 
differences of pixel intensities are used in the algorithm to 
compute stereo similarities between points. By computing 
the sum of the absolute differences for pixels in a window 
surrounding the points, the difference between similarity 
values for stereo points can be calculated. The disparity 
associated with the smallest SAD value is selected as best 
match [4] Figure 7 shows the disparity mapping using SAD 
block matching algorithm. 

D. Range Estimation using Curve Fitting Tool 
The estimation of the obstacle’s range in this paper is using 

curve fitting tool in Matlab to determine the range according 
to the pixel values. Each pixel in the mapping of disparity 
will be calculated through the curve fitting tool and the 
coordinate of horizontal is referring to left image. The 
equation of the distance estimation is:  

 
              Range = a*exp(b*x) + c*exp(d*x)                       (3) 

 
 a =  0.339 
 b = -3.525 
 c=  0.9817 
 d= -0.4048   

 
Where the value of a, b, c and d is a constant value 

produced by curve fitting tool. The value of x represents the 
value of pixels in the disparity mapping.  The curve can be 
explained as Figure 8. X axis represents disparity value in 
pixel density and y axis shows the distance or range in meter 
for every disparity values.  TABLE IV and TABLE V show 
the result of pixel values comparing with range in meter using 
cftool. The data can be analyze with some pixel values taken 
during the experiment of autonomous vehicle navigation.  

TABLE IV.  DATA FROM CFTOOL 

 

 

 

 
Table V: Continous Data From  Cftool

 
 

 

 
Figure 8  Curve fitting tool window 

 
Figure 9    An experiment setup for autonomous navigation in 

Mechatonic Lab 

 

 

No 

Start 

D < 0.5m 

Turn = θ Reverse = 0.5m 

Turn Right = 900 Forward = d 

Yes 

Stereo Vision 
θ, D, d 

 
 

Figure 10    Flowchart of autonomous navigation 

 

     
  (a)          (b) 

Figure 12    Distance estimation works opposite to the pixel value 

 
(V2) 

 
(V3) 

 
(V4) 

Figure 13    Results from V2-V4 

 
Figure 11.    Stereo vision parameters 

TABLE V.  CONTINOUS DATA FROM  CFTOOL 

 

 

 

 

 

 

 

 

V. NAVIGATION OF STEREO VISION AUTONOMOUS VEHICLE 
 

To perform complete autonomous vehicle navigation in 
this paper using stereo vision, an experiment is prepared in 
Mechatronic Lab. The experiment’s setup is shown by Figure 
9.  There are labels for the obstacles P1 until P6. 

After the navigation, the results TABLE VI of every 
autonomous processing scene V1 until V4 are plotted. So, it 
has moved successfully to avoid the obstacles until the finish 
point. Figure 10 shows the flowchart of controlling the 
autonomous vehicle. The value of Ds represents the main 
distance of red line in Figure 11. The θs represents the value 
of autonomous vehicle turning in degrees and the value of ds 
is minimum detected range of obstacle. After the main 
program activated, the process makes a decision by 
comparing the range of obstacle (D) if the value below than 
0.5 meter then the autonomous vehicle reversed and turn 90 

degrees to the right. And start to run the program again. If the 
distance of the obstacle more than 0.5 meter, it turns to a 
certain degrees (θ) to the left or right depends on which area 
is the faraway object detected. After that the autonomous 
vehicle moves forward to d distance and start to run the 
program again.  

 

TABLE VI.  PIXEL AND RANGE DATA  FROM THE SCENES V1-V4 

 
 
 
 
 

 

 
 

 

 
Figure 8  Curve fitting tool window 

 
Figure 9    An experiment setup for autonomous navigation in 

Mechatonic Lab 

 

 

No 

Start 

D < 0.5m 

Turn = θ Reverse = 0.5m 

Turn Right = 900 Forward = d 

Yes 

Stereo Vision 
θ, D, d 

 
 

Figure 10    Flowchart of autonomous navigation 

 

     
  (a)          (b) 

Figure 12    Distance estimation works opposite to the pixel value 

 
(V2) 

 
(V3) 

 
(V4) 

Figure 13    Results from V2-V4 

 
Figure 11.    Stereo vision parameters 

TABLE V.  CONTINOUS DATA FROM  CFTOOL 

 

 

 

 

 

 

 

 

V. NAVIGATION OF STEREO VISION AUTONOMOUS VEHICLE 
 

To perform complete autonomous vehicle navigation in 
this paper using stereo vision, an experiment is prepared in 
Mechatronic Lab. The experiment’s setup is shown by Figure 
9.  There are labels for the obstacles P1 until P6. 

After the navigation, the results TABLE VI of every 
autonomous processing scene V1 until V4 are plotted. So, it 
has moved successfully to avoid the obstacles until the finish 
point. Figure 10 shows the flowchart of controlling the 
autonomous vehicle. The value of Ds represents the main 
distance of red line in Figure 11. The θs represents the value 
of autonomous vehicle turning in degrees and the value of ds 
is minimum detected range of obstacle. After the main 
program activated, the process makes a decision by 
comparing the range of obstacle (D) if the value below than 
0.5 meter then the autonomous vehicle reversed and turn 90 

degrees to the right. And start to run the program again. If the 
distance of the obstacle more than 0.5 meter, it turns to a 
certain degrees (θ) to the left or right depends on which area 
is the faraway object detected. After that the autonomous 
vehicle moves forward to d distance and start to run the 
program again.  

 

TABLE VI.  PIXEL AND RANGE DATA  FROM THE SCENES V1-V4 

 
 
 
 
 

 

Figure 8: Curve fitting tool window

V.	 NAVIGATION OF STEREO 
VISION AUTONOMOUS 
VEHICLE

To perform complete autonomous vehicle 
navigation in this paper using stereo 
vision, an experiment is prepared in 
Mechatronic Lab. The experiment’s setup 
is shown by Figure 9.  There are labels for 
the obstacles P1 until P6.

After the navigation, the results TABLE 
VI of every autonomous processing scene 
V1 until V4 are plotted. So, it has moved 
successfully to avoid the obstacles until 
the finish point. Figure 10 shows the 
flowchart of controlling the autonomous 
vehicle. The value of Ds represents the 
main distance of red line in Figure 11. The 
θs represents the value of autonomous 
vehicle turning in degrees and the value of 
ds is minimum detected range of obstacle. 
After the main program activated, the 
process makes a decision by comparing 
the range of obstacle (D) if the value below 
than 0.5 meter then the autonomous 
vehicle reversed and turn 90 degrees to 
the right. And start to run the program 
again. If the distance of the obstacle 
more than 0.5 meter, it turns to a certain 
degrees (θ) to the left or right depends on 
which area is the faraway object detected. 
After that the autonomous vehicle moves 
forward to d distance and start to run the 
program again. 



ISSN: 2180 - 1843     Vol. 2     No. 1     January - June 2010

Journal of Telecommunication, Electronic and Computer Engineering

6

 
 

 

 
Figure 8  Curve fitting tool window 

 
Figure 9    An experiment setup for autonomous navigation in 

Mechatonic Lab 

 

 

No 

Start 

D < 0.5m 

Turn = θ Reverse = 0.5m 

Turn Right = 900 Forward = d 

Yes 

Stereo Vision 
θ, D, d 

 
 

Figure 10    Flowchart of autonomous navigation 

 

     
  (a)          (b) 

Figure 12    Distance estimation works opposite to the pixel value 

 
(V2) 

 
(V3) 

 
(V4) 

Figure 13    Results from V2-V4 

 
Figure 11.    Stereo vision parameters 

TABLE V.  CONTINOUS DATA FROM  CFTOOL 

 

 

 

 

 

 

 

 

V. NAVIGATION OF STEREO VISION AUTONOMOUS VEHICLE 
 

To perform complete autonomous vehicle navigation in 
this paper using stereo vision, an experiment is prepared in 
Mechatronic Lab. The experiment’s setup is shown by Figure 
9.  There are labels for the obstacles P1 until P6. 

After the navigation, the results TABLE VI of every 
autonomous processing scene V1 until V4 are plotted. So, it 
has moved successfully to avoid the obstacles until the finish 
point. Figure 10 shows the flowchart of controlling the 
autonomous vehicle. The value of Ds represents the main 
distance of red line in Figure 11. The θs represents the value 
of autonomous vehicle turning in degrees and the value of ds 
is minimum detected range of obstacle. After the main 
program activated, the process makes a decision by 
comparing the range of obstacle (D) if the value below than 
0.5 meter then the autonomous vehicle reversed and turn 90 

degrees to the right. And start to run the program again. If the 
distance of the obstacle more than 0.5 meter, it turns to a 
certain degrees (θ) to the left or right depends on which area 
is the faraway object detected. After that the autonomous 
vehicle moves forward to d distance and start to run the 
program again.  

 

TABLE VI.  PIXEL AND RANGE DATA  FROM THE SCENES V1-V4 

 
 
 
 
 

 

Figure 9:  An experiment setup for 
autonomous navigation in Mechatonic Lab

Table VI. 	 Pixel And Range Data  From The 
Scenes V1-V4

 
 

 

 
Figure 8  Curve fitting tool window 

 
Figure 9    An experiment setup for autonomous navigation in 

Mechatonic Lab 

 

 

No 

Start 

D < 0.5m 

Turn = θ Reverse = 0.5m 

Turn Right = 900 Forward = d 

Yes 

Stereo Vision 
θ, D, d 

 
 

Figure 10    Flowchart of autonomous navigation 

 

     
  (a)          (b) 

Figure 12    Distance estimation works opposite to the pixel value 

 
(V2) 

 
(V3) 

 
(V4) 

Figure 13    Results from V2-V4 

 
Figure 11.    Stereo vision parameters 

TABLE V.  CONTINOUS DATA FROM  CFTOOL 

 

 

 

 

 

 

 

 

V. NAVIGATION OF STEREO VISION AUTONOMOUS VEHICLE 
 

To perform complete autonomous vehicle navigation in 
this paper using stereo vision, an experiment is prepared in 
Mechatronic Lab. The experiment’s setup is shown by Figure 
9.  There are labels for the obstacles P1 until P6. 

After the navigation, the results TABLE VI of every 
autonomous processing scene V1 until V4 are plotted. So, it 
has moved successfully to avoid the obstacles until the finish 
point. Figure 10 shows the flowchart of controlling the 
autonomous vehicle. The value of Ds represents the main 
distance of red line in Figure 11. The θs represents the value 
of autonomous vehicle turning in degrees and the value of ds 
is minimum detected range of obstacle. After the main 
program activated, the process makes a decision by 
comparing the range of obstacle (D) if the value below than 
0.5 meter then the autonomous vehicle reversed and turn 90 

degrees to the right. And start to run the program again. If the 
distance of the obstacle more than 0.5 meter, it turns to a 
certain degrees (θ) to the left or right depends on which area 
is the faraway object detected. After that the autonomous 
vehicle moves forward to d distance and start to run the 
program again.  

 

TABLE VI.  PIXEL AND RANGE DATA  FROM THE SCENES V1-V4 

 
 
 
 
 

 

 
 

 

 
Figure 8  Curve fitting tool window 

 
Figure 9    An experiment setup for autonomous navigation in 

Mechatonic Lab 

 

 

No 

Start 

D < 0.5m 

Turn = θ Reverse = 0.5m 

Turn Right = 900 Forward = d 

Yes 

Stereo Vision 
θ, D, d 

 
 

Figure 10    Flowchart of autonomous navigation 

 

     
  (a)          (b) 

Figure 12    Distance estimation works opposite to the pixel value 

 
(V2) 

 
(V3) 

 
(V4) 

Figure 13    Results from V2-V4 

 
Figure 11.    Stereo vision parameters 

TABLE V.  CONTINOUS DATA FROM  CFTOOL 

 

 

 

 

 

 

 

 

V. NAVIGATION OF STEREO VISION AUTONOMOUS VEHICLE 
 

To perform complete autonomous vehicle navigation in 
this paper using stereo vision, an experiment is prepared in 
Mechatronic Lab. The experiment’s setup is shown by Figure 
9.  There are labels for the obstacles P1 until P6. 

After the navigation, the results TABLE VI of every 
autonomous processing scene V1 until V4 are plotted. So, it 
has moved successfully to avoid the obstacles until the finish 
point. Figure 10 shows the flowchart of controlling the 
autonomous vehicle. The value of Ds represents the main 
distance of red line in Figure 11. The θs represents the value 
of autonomous vehicle turning in degrees and the value of ds 
is minimum detected range of obstacle. After the main 
program activated, the process makes a decision by 
comparing the range of obstacle (D) if the value below than 
0.5 meter then the autonomous vehicle reversed and turn 90 

degrees to the right. And start to run the program again. If the 
distance of the obstacle more than 0.5 meter, it turns to a 
certain degrees (θ) to the left or right depends on which area 
is the faraway object detected. After that the autonomous 
vehicle moves forward to d distance and start to run the 
program again.  

 

TABLE VI.  PIXEL AND RANGE DATA  FROM THE SCENES V1-V4 

 
 
 
 
 

 

Figure 10:  Flowchart of autonomous 
navigation

 
 

 

 
Figure 8  Curve fitting tool window 

 
Figure 9    An experiment setup for autonomous navigation in 

Mechatonic Lab 

 

 

No 

Start 

D < 0.5m 

Turn = θ Reverse = 0.5m 

Turn Right = 900 Forward = d 

Yes 

Stereo Vision 
θ, D, d 

 
 

Figure 10    Flowchart of autonomous navigation 

 

     
  (a)          (b) 

Figure 12    Distance estimation works opposite to the pixel value 

 
(V2) 

 
(V3) 

 
(V4) 

Figure 13    Results from V2-V4 

 
Figure 11.    Stereo vision parameters 

TABLE V.  CONTINOUS DATA FROM  CFTOOL 

 

 

 

 

 

 

 

 

V. NAVIGATION OF STEREO VISION AUTONOMOUS VEHICLE 
 

To perform complete autonomous vehicle navigation in 
this paper using stereo vision, an experiment is prepared in 
Mechatronic Lab. The experiment’s setup is shown by Figure 
9.  There are labels for the obstacles P1 until P6. 

After the navigation, the results TABLE VI of every 
autonomous processing scene V1 until V4 are plotted. So, it 
has moved successfully to avoid the obstacles until the finish 
point. Figure 10 shows the flowchart of controlling the 
autonomous vehicle. The value of Ds represents the main 
distance of red line in Figure 11. The θs represents the value 
of autonomous vehicle turning in degrees and the value of ds 
is minimum detected range of obstacle. After the main 
program activated, the process makes a decision by 
comparing the range of obstacle (D) if the value below than 
0.5 meter then the autonomous vehicle reversed and turn 90 

degrees to the right. And start to run the program again. If the 
distance of the obstacle more than 0.5 meter, it turns to a 
certain degrees (θ) to the left or right depends on which area 
is the faraway object detected. After that the autonomous 
vehicle moves forward to d distance and start to run the 
program again.  

 

TABLE VI.  PIXEL AND RANGE DATA  FROM THE SCENES V1-V4 

 
 
 
 
 

 

Figure 11.    Stereo vision parameters

 
 

 

 
Figure 8  Curve fitting tool window 

 
Figure 9    An experiment setup for autonomous navigation in 

Mechatonic Lab 

 

 

No 

Start 

D < 0.5m 

Turn = θ Reverse = 0.5m 

Turn Right = 900 Forward = d 

Yes 

Stereo Vision 
θ, D, d 

 
 

Figure 10    Flowchart of autonomous navigation 

 

     
  (a)          (b) 

Figure 12    Distance estimation works opposite to the pixel value 

 
(V2) 

 
(V3) 

 
(V4) 

Figure 13    Results from V2-V4 

 
Figure 11.    Stereo vision parameters 

TABLE V.  CONTINOUS DATA FROM  CFTOOL 

 

 

 

 

 

 

 

 

V. NAVIGATION OF STEREO VISION AUTONOMOUS VEHICLE 
 

To perform complete autonomous vehicle navigation in 
this paper using stereo vision, an experiment is prepared in 
Mechatronic Lab. The experiment’s setup is shown by Figure 
9.  There are labels for the obstacles P1 until P6. 

After the navigation, the results TABLE VI of every 
autonomous processing scene V1 until V4 are plotted. So, it 
has moved successfully to avoid the obstacles until the finish 
point. Figure 10 shows the flowchart of controlling the 
autonomous vehicle. The value of Ds represents the main 
distance of red line in Figure 11. The θs represents the value 
of autonomous vehicle turning in degrees and the value of ds 
is minimum detected range of obstacle. After the main 
program activated, the process makes a decision by 
comparing the range of obstacle (D) if the value below than 
0.5 meter then the autonomous vehicle reversed and turn 90 

degrees to the right. And start to run the program again. If the 
distance of the obstacle more than 0.5 meter, it turns to a 
certain degrees (θ) to the left or right depends on which area 
is the faraway object detected. After that the autonomous 
vehicle moves forward to d distance and start to run the 
program again.  

 

TABLE VI.  PIXEL AND RANGE DATA  FROM THE SCENES V1-V4 

 
 
 
 
 

 

                   (a)	    (b)

Figure 12    Distance estimation works opposite 
to the pixel value

 
 

 

 
Figure 8  Curve fitting tool window 

 
Figure 9    An experiment setup for autonomous navigation in 

Mechatonic Lab 

 

 

No 

Start 

D < 0.5m 

Turn = θ Reverse = 0.5m 

Turn Right = 900 Forward = d 

Yes 

Stereo Vision 
θ, D, d 

 
 

Figure 10    Flowchart of autonomous navigation 

 

     
  (a)          (b) 

Figure 12    Distance estimation works opposite to the pixel value 

 
(V2) 

 
(V3) 

 
(V4) 

Figure 13    Results from V2-V4 

 
Figure 11.    Stereo vision parameters 

TABLE V.  CONTINOUS DATA FROM  CFTOOL 

 

 

 

 

 

 

 

 

V. NAVIGATION OF STEREO VISION AUTONOMOUS VEHICLE 
 

To perform complete autonomous vehicle navigation in 
this paper using stereo vision, an experiment is prepared in 
Mechatronic Lab. The experiment’s setup is shown by Figure 
9.  There are labels for the obstacles P1 until P6. 

After the navigation, the results TABLE VI of every 
autonomous processing scene V1 until V4 are plotted. So, it 
has moved successfully to avoid the obstacles until the finish 
point. Figure 10 shows the flowchart of controlling the 
autonomous vehicle. The value of Ds represents the main 
distance of red line in Figure 11. The θs represents the value 
of autonomous vehicle turning in degrees and the value of ds 
is minimum detected range of obstacle. After the main 
program activated, the process makes a decision by 
comparing the range of obstacle (D) if the value below than 
0.5 meter then the autonomous vehicle reversed and turn 90 

degrees to the right. And start to run the program again. If the 
distance of the obstacle more than 0.5 meter, it turns to a 
certain degrees (θ) to the left or right depends on which area 
is the faraway object detected. After that the autonomous 
vehicle moves forward to d distance and start to run the 
program again.  

 

TABLE VI.  PIXEL AND RANGE DATA  FROM THE SCENES V1-V4 

 
 
 
 
 

 

Figure 13    Results from V2-V4 
 

 

 
Figure 14    Relation of pixel value and range 

The disparity mapping from Figure 7 can be plotted to the 
digital values. Therefore it can be used as a relationship with 
the distance estimation [9]. The result is a graph with the 
horizontal coordinate of left image Figure 12 (a)(b) as a 
reference at V1.  Other scenes at V2 until V4 are also 
presented at Figure 13. 

From V2, the nearest point detected is about 0.7m or 15 
disparity value at obstacle P3 and the faraway object detected 
is P6 about 2.4m and -14 disparity value. It is a box in front of 
autonomous vehicle and for P6 is a lab table to the right 
image if see Figure 5(a).  The result could be explained when 
the pixel values are big, the range is closer to the autonomous 
vehicle and if the pixel values are small, the range located 
faraway from autonomous vehicle.  So the pixel works 
contrary to the range shown by Figure 14. 
 

VI. CONCLUSION 
The curve fitting tool (cftool) is a tool that trustworthy in 

Matlab software. It gives a reference data to the autonomous 
vehicle to navigate and avoiding an obstacle. In grayscale 
color of disparity mapping, the darker color of an obstacle 
represents the object located far away from autonomous 
vehicle compared to a lighter color. And the value of pixel 
intensity for lighter color bigger than a dark color. It’s proved 
by the output of cftool. The effective range of this paper 
presents a range about 0.3 until 4.5 meter. 
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Figure 14    Relation of pixel value and range

The disparity mapping from Figure 7 can 
be plotted to the digital values. Therefore 
it can be used as a relationship with the 
distance estimation [9]. The result is a 
graph with the horizontal coordinate of 
left image Figure 12 (a)(b) as a reference 
at V1.  Other scenes at V2 until V4 are also 
presented at Figure 13.

From V2, the nearest point detected is 
about 0.7m or 15 disparity value at obstacle 
P3 and the faraway object detected is P6 
about 2.4m and -14 disparity value. It is 
a box in front of autonomous vehicle and 
for P6 is a lab table to the right image if see 
Figure 5(a).  The result could be explained 
when the pixel values are big, the range is 
closer to the autonomous vehicle and if the 
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pixel values are small, the range located 
faraway from autonomous vehicle.  So the 
pixel works contrary to the range shown 
by Figure 14.

VI.	 CONCLUSION

The curve fitting tool (cftool) is a tool that 
trustworthy in Matlab software. It gives a 
reference data to the autonomous vehicle 
to navigate and avoiding an obstacle. In 
grayscale color of disparity mapping, the 
darker color of an obstacle represents the 
object located far away from autonomous 
vehicle compared to a lighter color. And 
the value of pixel intensity for lighter 
color bigger than a dark color. It’s proved 
by the output of cftool. The effective range 
of this paper presents a range about 0.3 
until 4.5 meter.
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