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Abstract—Sentiment analysis is a research study that aims to 

extract subjectivity of opinions. Due to massive growth number 

of user generated content in social media, Twitter is one of the 

most popular microblogging application which user is freely to 

discuss and share opinions about specific topic or entity. Twitter 

have several features that potentially can be used to improve 

sentiment analysis such as like and retweet. Like and retweet are 

mechanism in Twitter to propagate or share and to show 

appreciation of other user posting. This paper proposes a 

combination of textual and non-textual features to improve 

performance of sentiment prediction. In this research we apply 

Naïve Bayes for textual classification and Fisher Score to 

determine non-textual (like and retweet) features. By combining 

two kinds of features, our experimental find the optimal value 

of α and β. The evaluation performance using F1-measure gives 

0.838 of accuracy with α and β are 0.6 and 0.4 respectively. 

 

Index Terms—Sentiment Analysis; Twitter; Naive Bayes; 

Retweet-Like. 

 

I. INTRODUCTION 

 

The massive growth and utilization of internet application 

such as social media activity has change the way of people in 

communicate. Such condition has led to generate large 

amount of data and boost the information spread among 

people through the mechanism of social media. Twitter is one 

of the most popular social media microblogging sites which 

users use it to share their opinions, attitudes and emotions of 

an entity in 140 characters’ length of text. Currently, Twitter 

has 320 million active users that generate over 500 million 

users generated text (Tweet) per day [1]. Large amount of 

Tweets data can be analyzed to generate new information for 

building application such as crowd traffic monitoring, 

detecting an event, sentiment analysis [1][2][3], etc. Twitter 

is considered as a worthy subject for sentiment and subjective 

opinions analysis because people free to discuss and share 

their opinion about specific topic, entities, or event. 

Sentiment Analysis or opinions mining is a study of 

calculating and finding the polarity of people opinions and 

emotions toward events or topics [4]. 

There are several applications that implement sentiment 

analysis process such as product review, market prediction, 

political sentiment determination, equality value prediction, 

box office prediction [5]. Several recent works in sentiment 

analysis using statistical approach or machine learning 

algorithms applied to annotated that a document or a Tweet 

has positive or negative sentiment based on containing words. 

Such approaches have some problems in the limited 

availability of known sentiment word and different 

subjectivity opinion between people. 

Tweets or status updates are basic object of all things in 

Twitter which contains text, images, videos, link, hashtag and 

mentions. Beside its text, a Tweet has many other attributes 

or features that can be used as a mining object to gain new 

considerations such as information about who is the 

contributors, the language used by the user, time the Tweet 

was created, user who share the Tweet, entities, marker that 

Tweet is liked, number of user like the Tweet, geolocation 

(longitude and latitude) or location where the Tweet is posted, 

identity number of a Tweet, indication that the Tweet is 

shared or not, number of times the Tweet shared, text, user 

etc. From all these attributes we analyzed that some attributes 

have possibility to improve the classification process in 

sentiment analysis in Twitter document. 

Retweeting is an activity to propagate or share a Tweet 

from other user’s Tweet to our home timeline, the effect of 

this activity is people who follow us will also read the related 

tweet. This is a repost feature from Twitter that helps the user 

quickly and easily share that Tweet with all of people who 

follow the user. It is possible to retweet user’s own tweets or 

tweets from someone else [6]. Retweet is a Twitter’s feature 

which is represented by a small arrows-shaped icon, to 

retweet or repost a Tweet user can tap or click this button. 

The small arrows-shaped icon will turn to green which 

indicate that the user has repost or Retweeted this Tweet. For 

some purposes, Retweet is a tools for propagation of 

information through mechanism which causes increase of 

popularity of the Tweet [7]. High popularity of a Tweet is 

indicated by the number of Retweet which can be used to 

improve detecting task of sentiment in a Tweet. 

Likes is a new feature in Twitter which is represented by a 

small heart-shaped icon and used to show appreciation and 

agreement for an event or Tweet [8]. Tweets that appear in 

home timeline will be read and user has their own perception 

about a status updates. To like a Tweet, user can click or tap 

the heart-shaped icon and it will turn the color to red, 

confirming that user has like the Tweet. The number of Likes 

indicate the number of user that like or agree with the content 

of the Tweet. The heart-shaped icon button to express like or 

agreement is a universal symbol that has same meaning 

across countries, cultures, languages and time zones. 

Naive Bayes is a machine learning classification method 

which is utilized for supervised and statistical learning 

concept. This algorithm works based on Bayesian Theorem 

with high independent assumption and simple probabilistic 

classification [9]. Classification algorithm uses pre labeled 

data or training set data which is labeled as positive, negative, 
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or neutral to learn the characteristic of data groups or classes. 

In sentiment analysis, class label for each tweet is used to 

differentiate positive from negative sentiment for predicted or 

non-labeled Tweets. The feature set we considered for the 

classification of Tweet is text of Twitter. 

The purpose of this paper is to improve sentiment analysis 

task by combining Naive Bayes Tweet classification and 

Like-Retweet features analysis to determine the polarity of 

the tweets. Like and Retweet features are not included in 

classification process due to the specific of these features 

characteristic in sentiment analysis. 

This paper is organized as follows. Section II addresses to 

describe the theory and concept that is used behind the 

developed work about main concept sentiment analysis, text 

mining techniques process that preparing the data from raw 

Twitter data until ready to mining, Naive Bayes classification 

process, and the detail about Like and Retweet in Twitter. 

Section III illustrates the proposed combining method and 

respective function of each part. Section IV proposes the 

validation procedure used to validate the proposed combining 

strategy. Section V gives a brief statement from the provided 

work, conclusion, and proposal for the future work. 

 

II. LITERATURE REVIEW 

 

A. Sentiment Analysis 

Available online textual information is classified in two 

categories: fact data and sentiment data [10]. Fact data are the 

objective type of information that is the result of observation, 

measurement, or capturing an event, while sentiment data is 

subjective term of individual’s opinion. Analysis of sentiment 

is a computation research area of extracting the polarity of 

opinions between classes (positive, negative, or neutral) from 

text document. This process tries to recognize and classify 

different sentiment on textual document which is applied to 

specific product, event or topic as positive, negative, or 

neutral. Various text documents that potentially contains 

useful subjective information such as generated text by social 

media users, internet forums, discussion groups, product 

reviews, blogs, etc. Sentiment analysis task of text document 

has three main block component such as the subject of 

analysis, the sentiment, and the topic about the subject will 

talk about. The main task of sentiment analysis in textual 

document is to classify each member of document set 𝐷 =
{𝑑1, 𝑑2, 𝑑3, … , 𝑑𝑛}  into defined class 𝐶 =
{𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒}. But in other research there is multi-

class classification that have more than two classes used to 

classify the sentiment textual information. Sentiment analysis 

research area is formed by multi-disciplined researches 

including machine learning, information retrieval and natural 

language processing. In this paper, sentiment analysis will 

utilize supervised machine learning algorithm and combined 

with analysis of specific features in Twitter. 

 

B. Text Mining 

In this research, textual data from Twitter will be processed 

in text mining steps manners. Text mining is important step 

of data mining or knowledge discovery process which the 

resources are from semi-structured to unstructured data to 

extract previously unknown information [11]. Standard text 

mining process starts with data acquisition or collecting 

document from various resources than resulting document 

collection. Preprocessing textual data in document collection 

is needed to normalize the document format and to clean the 

text contained. Several processes in text preprocessing such 

as tokenization, case folding, stemming and stop word 

removal. Then, applied text mining techniques will generate 

model that is ready to be used for analysis of text. Analysis of 

text can be done by machine learning algorithm or lexicon 

based approach. The result of overall text mining process is 

the discovery of unknown information from collection of 

document. Figure 1 shows overall text mining workflow. 

 

 
 

Figure 1: Text mining process 

 

C. Naive Bayes Classification 

An increasing number of machine learning algorithm for 

classification is broadly used for document classification 

problem. Naive Bayes is one of machine learning 

classification algorithms which apply Bayes theorem to 

determine unknown class label based on set of data with 

predefined class label. It has been widely used for text 

classification due to its efficiency and simplicity for 

computation [12]. Naive Bayes work with conditional 

probability of 𝑃(𝑐𝑖  | 𝑑𝑗), document 𝑑𝑗 has been assigned by 

defined class 𝑐𝑖. According to Bayesian theorem, the 

probability of document 𝑑𝑗 has class 𝑐𝑖 can be calculated in 

Equation (1) as follows: 

 

𝑃(𝑐𝑖  | 𝑑𝑗) =
𝑃(𝑑𝑗  | 𝑐𝑖)𝑃(𝑐𝑖)

𝑃(𝑑𝑗)
 (1) 

 

In classification, text document 𝑑𝑗 can be regarded as a 

tuple of words 〈𝑤1, 𝑤2, 𝑤3, … , 𝑤𝑛〉 which the word 

occurrence frequency is assumed as random variable with 

particular probability distribution. The goal of text document 

classification is finding maximum values of probability of 

each word 𝑤𝑖  in class 𝑐𝑗 as follows in Equation (2): 

 
𝐶𝑀𝐴𝑃 = arg max

𝑐𝑗∈𝐶
𝑃(𝑐𝑗|𝑤1, 𝑤2, … , 𝑤𝑛) (2) 

 

Bayesian theorem in Equation (1) can be applied to 

Equation (2) to comply the word containing it as follow: 

 

𝐶𝑀𝐴𝑃 = arg max
𝑐𝑗∈𝐶

𝑃(𝑤1, 𝑤2, … , 𝑤𝑛 |𝑐𝑗) 𝑃(𝑐𝑗)

𝑃(𝑤1, 𝑤2, … , 𝑤𝑛)
 (3) 

 

Which we can ignore the probability value of words 

occurrence 𝑃(𝑤1, 𝑤2, … , 𝑤𝑛) in a class due similar value in 

every class, so we can modify the Equation (3) as follow: 

 
𝐶𝑀𝐴𝑃 = arg max

𝑐𝑗∈𝐶
𝑃(𝑤1, 𝑤2, … , 𝑤𝑛 |𝑐𝑗) 𝑃(𝑐𝑗) (4) 
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With the assumption that each word in 〈𝑤1, 𝑤2, 𝑤3, … , 𝑤𝑛〉 
are independent, 𝑃(𝑤1, 𝑤2, … , 𝑤𝑛 |𝑐𝑗) in Equation (4) can be 

rewritten as: 

 

𝑃(𝑤1, 𝑤2, … , 𝑤𝑛  |𝑐𝑗) = ∏ 𝑃(𝑤𝑖|𝑐𝑗)

𝑖

 (5) 

 

Using Equations (4) and (5) we obtain:  

 

𝐶𝑀𝐴𝑃 = arg max
𝑐𝑗∈𝐶

𝑃(𝑐𝑗) ∏ 𝑃(𝑤𝑖|𝑐𝑗)

𝑖

 (6) 

 

Probability of number of document in each class with all 

available pre-labeled training document 𝑃(𝑐𝑗) can be written 

in formula as follow: 

 

𝑃(𝑐𝑗) =
|𝑑𝑜𝑐𝑗|

|𝐷|
 (7) 

 

where: 

|𝑑𝑜𝑐𝑗| : Number of document which has class 𝑗 

|𝐷|  : Total number of all document in training set 

which used to generate classifier model. 

 

Probability of word 𝑖 in class 𝑗, 𝑃(𝑤𝑖|𝑐𝑗) is calculated as: 

 

𝑃(𝑤𝑖|𝑐𝑗) =  
𝑛𝑘 + 1

𝑛 + |𝑣𝑜𝑐𝑎𝑏𝑢𝑙𝑎𝑟𝑦|
 (8) 

 

where: 

𝑛𝑘 : Frequency of word 𝑤𝑖  occurrence in a 

document with class 𝑐𝑗 

𝑛 : Number of all distinct words in all 

document which has class 𝑐𝑗 

|𝑣𝑜𝑐𝑎𝑏𝑢𝑙𝑎𝑟𝑦|  : Number of all distinct words in all 

training document 

 

Generally, text document classification workflow is 

depicted in Figure 2, started by generating classification 

model (training). This process will generate term or word 

vector for classifying or predicting the label for new non-

labeled document. 

 

 
 

Figure 2: Document classification workflow 

 

D. Like and Retweet in Twitter 

Retweet feature enables Twitter’s user to propagate their 

tweet or other user tweet, this mechanism also known as 

information diffusion between users. Most users tend to share 

their favorite tweet to their followers, therefore retweet can 

also be viewed as an important signal of user interest and 

needs [13]. In this research, retweet number will be analyzed 

due to the reason of why user retweeting a tweet to improve 

the traditional classification algorithm. Different from 

retweet, like feature show the agreement about the content 

and we can see the list of tweets which we like before. The 

number of like which symbolized by heart shaped icon has 

meaning that the tweet is liked by some number of Twitter 

users. Figure 3 represent a tweet from user 

@Thomas1774Paine has 998 of retweet and 1.4 K number of 

user that like this tweet. These two features will be used in 

this research to improve sentiment analysis classification due 

to limited number of labeled sentiment tweet. 

 

 
 

Figure 3: Screenshot of a tweet with the number of retweet and like 

 

III. METHODOLOGY 

 

A. Data Collection 

We obtain 17349 tweets collected from Twitter by writing 

Python script to access raw data through API (Application 

Programming Interface) GET search/tweets that is provided 

for researcher or developer. Tweets are extracted from several 

keywords related to nominees of Jakarta Gubernatorial 

Election on February 2017 in Bahasa Indonesia. Data 

collected during in range one month on October 2016 for 4 

nominees which is we get approximately 3500 tweets each 

nominees. Manual annotating by human labeled each tweet 

as positive, negative, and unknown. The ‘unknown’ label 

indicates that the process of manual annotation is not clear 

between negative nor positive label sentiment. From manual 

annotation we use only 14367 number of positive and 

negative label only for generating classification model. The 

dataset was split randomly for each nominee into two groups 

of ratio 3:1 for training and test set respectively. 

 

 
 

Figure 4: Flow diagram of combining process of Naïve Bayes and Like-

Retweet 
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B. Feature Extraction 

In classification of text mining, features of data is 

represented by the number of distinct words or terms in all 

training documents. Feature extraction is a process which is 

defying big amount of feature that causing low performance 

and quality of prediction [14]. Useless feature or words will 

be reduced at classification model generation stage. There are 

several steps in process of feature extraction, we use in this 

research as follows: 

1. Cleaning – All text contained in tweet is standardized 

by character standard encoding like ANSI and 

Unicode UTF-8, otherwise will be removed from this 

step. Punctuation, number, and special tags are also 

removed in this step for further process. 

2. Tokenization – In statistical classification, term is 

recognized as symbol of feature which we do not 

consider the meaning of word. Tokenization has aim 

to separate or distinct every term (separated by blank 

space) in a document for statistical manners, so at the 

end of this process we have arrays of term. 

3. Case folding – This process is aimed to convert 

capitalized letter of words to lower case. 

4. Stop word removal – Stop word list is an array of 

common word or term which occurrence will not 

represent the meaning of a document. In this research 

we have 758 stop word from previous research in [15]. 

5. Stemming – The function of stemming is to decrease 

relevant term or word into a single form. Stemming is 

a process to reform a word into its root form. The main 

procedure of stemming is recognizing and eliminating 

prefix or suffix of a word. In this research, we use 

stemming algorithm from a research proposed by 

Arifin and Setiono for Bahasa Indonesia in [16]. 

6. Term weighting – This research uses term frequency 

(𝑡𝑓)  combining with inverted document frequency 

(𝑖𝑑𝑓) for weighting term in a document. The principal 

process of 𝑡𝑓 − 𝑖𝑑𝑓 is scoring each term by the 

occurrence frequency in a document and the 

distribution level of term in some documents. 𝑡𝑓𝑡,𝑑 is 

number of occurrence of term 𝑡 in document 𝑑, 𝑡𝑓 

weight is calculated as follows: 

 

𝑡𝑓𝑡,𝑑 = {
1 + log10 𝑡𝑓𝑡,𝑑 , 𝑡𝑓𝑡,𝑑 > 0

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (9) 

 

𝑖𝑑𝑓𝑡 is degree of term distribution across document, it also 

defining the probability number of document that containing 

term 𝑡 against the number of all documents in collection of 

tweet 𝑁, which can be write as formula as follow:  

 

𝑖𝑑𝑓𝑡 =  log10

𝑁

𝑑𝑓𝑡
 (10) 

 

Using Equations (9) and (10) the formula of term weight 

𝑊𝑡  of term 𝑡 can be obtain as: 

 
𝑊𝑡 =  𝑡𝑓𝑡,𝑑 ×  𝑖𝑑𝑓𝑡 (11) 

 

7. Index generation – In this process, all training data 

will processed from step 1-6 to generate matrix term 

weight 𝑤𝑡  for each term 𝑡 in documents 𝑑. 

 

After the extraction of the features, we apply algorithm for 

generating model classification to classify tweets document. 

C. Naïve Bayes Model Generation 

In standard Naïve Bayes document classification, 𝑃(𝑤𝑖|𝑐𝑗)  

the probability of occurrence word 𝑖 has class 𝑗 in Equation 

(8), the value of 𝑛𝑘 is equal to term frequency 𝑡𝑓. Standard 

Naïve Bayes can be improved by applying 𝑡𝑓 − 𝑖𝑑𝑓 

transformation to word transformation instead of using 𝑡𝑓 

[17]. The result of applying modification of Equation (8) is 

formulated as follow: 

 

𝑃(𝑤𝑖|𝑐𝑗) =  
𝑡𝑓 − 𝑖𝑑𝑓(𝑛𝑘) + 1

𝑛 + |𝑣𝑜𝑐𝑎𝑏𝑢𝑙𝑎𝑟𝑦|
 (12) 

 

where: 

𝑛𝑘, 𝑛, |𝑣𝑜𝑐𝑎𝑏𝑢𝑙𝑎𝑟𝑦| : Explained before in Equation 8 

respectively. 

 

The representation of classification model generation based 

on Equation (12) will generate matrices of term and class 

which the value is probability occurrence of term 𝑖 in class 𝑗. 

Actually, this standard Naïve Bayes is not the final result of 

predicting sentiment analysis of a tweet. We need to get the 

separate probability score of a tweet from each class 𝐶 =
{𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒} for further process, so we need to skip 

calculating argument to maxima 𝑎𝑟𝑔𝑚𝑎𝑥 in Equation (6). 
 

D. Like-Retweet Analysis 

Like (𝐿𝐾) and retweet (𝑅𝑇) are non-textual features in 

Twitter data objects. These two numerical features are 

potentially used in classification through sentiment analysis 

task due to its function related to a tweet. We decide to not 

join 𝐿𝐾 and 𝑅𝑇 as features together with textual classification 

due to the difference of such of two approaches. We assumed 

that the rise of number 𝐿𝐾 and 𝑅𝑇 of a tweet reinforce tweet 

has positive sentiment. To measure the weight of 𝐿𝐾 and 𝑅𝑇 

feature, we use Fisher Score (FS) statistic tool to estimate 

score or weight in each feature which indicates the degree of 

features importance [18]. In this research, FS is calculated 

independently for each feature using formulation as follow 

[19]:  

 

𝐹𝑆(𝑥𝑗) =
∑ 𝑛𝑘(𝜇𝑘

𝑗
− 𝜇𝑗)2𝑐

𝑘=1

(𝜎𝑗)2
 (13) 

 

where: 

𝑛𝑘  : Size of class 𝑘  

𝜇𝑘
𝑗
 : Mean of feature 𝑗 in class 𝑘  

𝜇 𝑗 : Mean of all class in feature 𝑗 

𝜎𝑗 : Standard deviation of whole data in feature 𝑗 

 

The result of this process are 𝑊𝐿𝐾, 𝑊𝑅𝑇 weight of like and 

retweet feature respectively, non-textual feature score 

𝑁𝑜𝑛𝑇𝑥𝑡 for each unlabeled 𝑡𝑤𝑒𝑒𝑡𝑗 which has number of like 

𝑛𝐿𝐾 and number of retweet 𝑛𝑅𝑇 can be calculated as follows: 

 

𝑁𝑜𝑛𝑇𝑥𝑡(𝑡𝑤𝑒𝑒𝑡𝑗) =  (𝑊𝐿𝐾 × 𝑛𝐿𝐾) + (𝑊𝑅𝑇 × 𝑛𝑅𝑇) (14) 

 

E. Combine Prediction 

The last block process is about combining the two kind of 

feature, textual and non-textual. Consider score is composite 

result from classification textual document and score from 

non-textual Like-Retweet analysis. For an unlabeled tweet 

𝑡𝑤𝑖 , the result of prediction from combination 𝐶𝑃 is labeled 

as class 𝑘 ∈ {𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒}. For each class 𝑘 in 𝐶𝑃, 
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we can determine the class positive or negative by find 

maximum value of 𝐶𝑃, the proposed combining formula is 

defined as follows: 

 
𝐶𝑃(𝑡𝑤𝑖) = arg max

𝑘∈𝐶
(𝛼 × 𝑇𝑥𝑡𝑘(𝑡𝑤𝑖) + 𝛽 × 𝑁𝑜𝑛𝑇𝑥𝑡(𝑡𝑤𝑖)) (15) 

 

where: 

𝛼  : Weight for textual result from Naïve Bayes 𝑇𝑥𝑡 from 

class 𝑘 

𝛽 : Weight for non-textual 𝑁𝑜𝑛𝑇𝑥𝑡 features which the 

value is 1 − 𝛼, with 𝛼,𝛽 ∈ [0,1] 
 

The consequences of such condition if 𝛼 increase, 𝛽 will 

decrease (and vice versa). 
 

IV. RESULTS AND DISCUSSION 

 

In this section, we evaluate the performance of textual 

feature Naïve Bayes classification that is combined with non-

textual feature like (LK) and retweet (RT). To prove the 

accuracy and the performance of the combination of textual 

and non-textual, we evaluate several variables such as the 

best value of Fisher Score (FS) for each non-textual feature 

like and retweet, optimal combination of α and β. The 

outcome of this proposed combining method have 4 

probabilities for predicting a tweet is being positive or 

negative sentiment such as: a tweet is classified as positive 

sentiment when it truly is a positive sentiment (true positive, 

TP); a tweet is classified as positive sentiment when it 

actually has negative sentiment (false positive, FP); it can be 

classified as negative sentiment when it actually has positive 

sentiment (false negative, FN); or it can be classified as 

negative sentiment when it actually has negative sentiment 

(true negative, TN). Based on the 4 probabilities outcomes, 

we can evaluate the prediction system performance using 

precision, recall and F1-measure. From Table 1, first we 

decide to arrange the distribution of collected dataset positive 

and negative class for training and testing purpose. 

 
Table 1 

Distribution Training and Testing of Collected Dataset Class 
 

Tweet Groups 
Training Dataset Testing Dataset 

Total 
Positive Negative Positive Negative 

#1 nominee 1083 1140 791 820 3834 

#2 nominee 1026 991 763 745 3525 
#3 nominee 973 996 736 748 3453 

#4 nominee 1018 1019 759 759 3555 

 

For non-textual features (Like and Retweet), we try to 

compare each feature weight from Fisher Score by averaging 

10 times randomly generated from training data. Table 2 

presents the detail of each number of weight like feature  
𝑊𝐿𝐾 and weight retweet feature 𝑊𝑅𝑇 . 

From Table 2 we can see that the average of 𝑊𝐿𝐾 and 𝑊𝑅𝑇 

are 0.656 and 0.344 respectively. These values are used for 

estimating non-textual features score in Equation (14) which 

represent the non-textual features score individually. 

As mentioned before, performance evaluation of this 

proposed research is affected by values of 𝛼 (weight of 

textual) and 𝛽 (weight of non-textual). Table 3 presents the 

detail result precision, recall and F1-measure from 

combination value of 𝛼 and 𝛽. Precision is the proportion of 

tweets that are correctly labeled as positive (negative) among 

those labeled as same with prediction, this can be calculated 

as follows: 

 
Table 2 

Weight of Non-Textual Features (Like and Retweet) using Fisher Score 
(FS) 

 

#Random 𝑊𝐿𝐾 𝑊𝑅𝑇 

1 0.565 0.435 

2 0.471 0.529 

3 0.678 0.322 
4 0.978 0.022 

5 0.541 0.459 

6 0.636 0.364 
7 0.748 0.252 

8 0.626 0.374 

9 0.765 0.235 
10 0.557 0.443 

Average 0.656 0.344 

 
Table 3 

Estimation Value 𝛼 and 𝛽 for Optimizing Combination Performance 

 

#Test 𝛼 𝛽(1-𝛼) Precision Recall F1-measure 

1 0.0 1.0 0.364 0.544 0.436 

2 0.1 0.9 0.466 0.846 0.601 

3 0.2 0.8 0.614 0.641 0.627 
4 0.3 0.7 0.633 0.669 0.651 

5 0.4 0.6 0.563 0.686 0.618 

6 0.5 0.5 0.545 0.52 0.532 
7 0.6 0.4 0.853 0.824 0.838 

8 0.7 0.3 0.68 0.883 0.768 

9 0.8 0.2 0.904 0.656 0.760 
10 0.9 0.1 0.567 0.678 0.618 

11 1.0 0.0 0.686 0.644 0.664 

 

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (16) 

 

Recall is the proportion of a tweet is correctly labeled 

sentiment, this can be calculated as follows: 

 

𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (17) 

 

F1-score is the performance evaluation based on both 

value of precision and recall, this can be calculated as 

follows: 

 

𝐹 =
2 × 𝑃 × 𝑅

𝑃 + 𝑅
 (18) 

 

The results from Table 3 show that the best combination of 

two weight between textual and non-textual appear in the 

value of 𝛼 is 0.6 and 𝛽 is 0.4 (7th combination). The 1st 

combination represents the condition if we only consider non-

textual features in predicting sentiment, otherwise if we only 

consider the textual features, this is represented by 11th 

combination. 

This research result show that the potential of combining 

textual and non-textual features of Twitter is very possible 

due to the specific characteristic of like and retweet in term 

of sentiment analysis. Other features are also potential to 

support or combine with the textual features of Twitter for 

special cases. In the experiment of estimating value of weight 

in textual and non-textual features finding the best proportion 

of 𝛼 (textual features) and 𝛽 (non-textual features). We also 

depict the degree of importance between textual and non-

textual in Figure 5. 
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Figure 5: F1-measure based on the percentage of textual and non-textual 

features 
 

Figure 5 show that textual features more affecting rather 

than non-textual, but if we only consider to textual features, 

the F1-measure can only reach 0.664. So, the combining of 

such two features (textual and non-textual) can improve the 

classification of sentiment. 
 

V. CONCLUSION 

 

In this research, we propose a hybrid approach which 

combines textual and non-textual features in predicting 

Twitter sentiment analysis. There are 3 main stages: textual 

features mining, non-textual features analysis, and combining 

stage. In the textual mining stage, we apply text mining 

processes and Naïve Bayes classification mining techniques 

to extract each score of a tweet are belonging to positive and 

negative sentiment class. In the non-textual features (like and 

retweet), we apply feature weight scoring algorithm Fisher 

Score to find the weight of each numerical features. Main task 

of combining stage is finding the best weight of both textual 

and non-textual for best sentiment analysis prediction 

performance respectively. We perform experiments on 14367 

Twitter datasets which potentially contain user sentiment. 

The experiment evaluation result shows that the proposed 

combining method can achieve F1-measure 0.838, which 

overcome the textual mining value of 0.436. The experiment 

result shows the best combination of textual and non-textual 

for predicting Twitter sentiment are 0.6 and 0.4 respectively, 

which indicate textual feature is more important than non-

textual. In the future research, we can consider popularity 

aspect of a tweet such as number of reply, interaction, and its 

impression value.  
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