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Abstract—This study presents an autonomous fruit harvester 

with a machine vision capable of detecting and picking or 

cutting an orange fruit from a tree. The system of is composed 

of a six-degrees of freedom (6-DOF) robotic arm mounted on a 

four-wheeled electric kart. The kart uses ZED stereo camera for 

depth estimation of a target. It can also be used to detect trees 

using the green detection algorithm. Image processing is done 

using Microsoft Visual Studio and OpenCV library. The x & y 

coordinates and distance of the tree are passed on to Arduino 

microcontroller as inputs to motor control of the wheels. When 

the kart is less than 65cm to the tree, the kart stops and the 

robotic arm  system takes over to search and harvest orange 

fruits. The robotic arm has a webcam and ultrasonic sensor 

attached at its end-effector. The webcam is used for orange fruit 

detection while ultrasonic sensor is used to provide feedback on 

the distance of the orange fruit to end-effector. Multiple fruit 

harvesting is successfully done. The success rate of harvesting 

and putting fruit into the basket is 80% and 85% for the gripper 

end-effector and cutter end-effector respectively. 

 

Index Terms—Fruit Harvester; Machine Vision; Robotic 

Arm; ZED Stereo Camera. 

 

I. INTRODUCTION 

 

The field of robotics has been continuously growing at an 

exceptional speed throughout the years. Robots are now being 

used in agriculture or farming [1-3]. An example of a robotic 

invention that is being used in the agricultural field is a fruit 

harvester or fruit picker [4-6]. The fruit harvester’s purpose 

is to be able to identify fruits and pick it without the 

intervention of humans. This type of machine is very helpful 

especially in large sized farms that can only employ a handful 

of people to pick the fruits. One of the vital parts for these 

types of robots is how to sense and detect the fruits that will 

be picked or harvested. The recognition system of the most 

fruit harvester robots rely on computer vision using camera 

and image processing [7-11].  Image processing uses 

algorithms for recognizing visual patterns for the fruits 

especially in using this visual patterns to communicate with 

the computer by extracting and examining the content of the 

image to determine what kind of fruit is in front of the camera 

in different kinds of categories [12]. Visual feedback for 

robot harvester can be monocular [13] or stereo vision [14]. 

Stereo vision is a process in which an area or image is seen in 

two different cameras situated beside each other, from 

different perspective that can be used to express certain three-

dimensional (3D) information. One of the best examples of 

stereo vision is the human visual system, what is seen on the 

right eye differs slightly in position from what is seen on the 

left eye. Using the same principle, the images gathered by the 

camera, once processed, can give visual depth allowing it to 

map out the differences between the given points and 

knowing the exact location of objects in relation to itself. This 

study uses ZED stereo camera (www.stereolabs.com) and 

OpenCV library (http://opencv.org/) for image processing. 

The color detection algorithm used in this study is calibrated 

when applied for other colored fruits such as red apple. This 

project can be used not only in fruit harvesting but can also 

be used in manufacturing industry for pick and place 

processes. 

 

II. SYSTEM OVERVIEW 

 

Shown in Figure 1 is the autonomous fruit harvester with 

machine vision. It consists of three major parts: 1) a moving 

platform called kart in this study, 2) 6-DOF robotic arm, and 

3) machine vision.  The overall system starts with the stereo 

vision with green color detection algorithm to detect the 

leaves of a tree. The position and distance of the tree are sent 

to Arduino microcontroller for motor control of the kart. 

When the kart is near the tree, the next process will run orange 

color detection, send the fruit coordinates to the Arduino 

which control the motor of the robot arm to pick the orange 

fruit from the tree and place in the basket in front of the cart. 

 

 
 

Figure 1: Autonomous Fruit Harvester with Machine Vision 

 

III. SYSTEM DESIGN 

 

This section discusses design of the different parts of the 

study namely: kart, robotic arm, end-effector, and the vision 

system. 

 

A. Kart 

The kart is a 4-wheel moving platform that carries the 

robotic arm. It has fruit basket in front of it. It has a ZED 

stereo camera that can measure distance (0.5 to 20m). The 

http://www.stereolabs.com/
http://opencv.org/
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kart has two battery-powered wiper motors driving the front 

wheels. The kart is front-wheel drive where the front wheels 

move forward, backward and steers the kart to left or right 

direction depending upon the speed of each wheel. 

 

 
 

Figure 2: Kart 

B. Robotic Arm 

The robot arm is based from [15] has six joints at: 1) the 

base for the left and right, 2) the shoulder and 3) the elbow 

for the forward and backward, 4) the wrist pitch joint for the 

upward and downward motion, the 5) wrist roll joint for the 

rotation of the grip and 6) the joint to grip the fruit. The 

robotic arm uses Arduino microcontroller and has a different 

vision system compared to the kart. It uses a simple webcam 

(A4Tech) mounted on the end-effector for vision system and 

an ultrasonic sensor (US-100 module) for distance 

measurement with sensor range of 2cm to 450cm [16]. Shown 

in Figure 3 is the robotic arm set-up. 

 

 
 

Figure 3: Robotic Arm set-up 

 

C. End-effector 

Though the end-effector is part of the robotic arm, a 

separate section is allotted to highlight the two kinds of end-

effectors used in this study. 

 

a. Gripper 

The gripper end-effector is used for pick-and-place 

procedure. It is a 3D printed claw that grips the orange fruit. 

Shown in Figure 4 is the gripper used in this study. When the 

gripper is used as the end-effector, the robotic arm is 

controlled to put the picked fruit to the basket attached the 

front of the kart. 
 

 
 

Figure 4: Gripper 

 

b. Cutter 

The cutter is another type of end-effector used in this study. 

It uses a pruner as the cutting element which is being drive by 

a DC motor. Shown in Figure 5 is the cutter end-effector used 

in this study.  When cutter is used as an end-effector, a net-

hose connected to the fruit basket is used to catch the fruit 

when cut by the cutter. 

 

 
 

Figure 5: Cutter 

 

D. Vision System 

The vision system serves as the feedback mechanism for 

the whole system. Target distance and coordinates can be 

deduced from the vision system. In this study, two cameras 

are being used: ZED Stereo camera and ordinary webcam. 

The kart uses ZED stereo camera for long range distance 

measurement and tree detection while the arm uses an 

ordinary webcam mounted on the end-effector for orange 

fruit detection. Ultrasonic sensor is also position at the robotic 

arm end-effector to determine the distance of the fruit to the 

gripper. An Arduino microcontroller is the one responsible 

for the communication of the computer, ultrasonic sensor, 

motors and the robotic arm. A laptop is used to processes all 

the visual information. X, Y coordinates and depth 

measurements are sent to the microcontroller, which in turn, 

signals the motor when to rotate and when to stop.  

The overall operation of the robotic arm can be simplified 

into smaller sub-operations, the tree detection and the fruit 

detection. Shown in Figure 6 is the flow chart of for the 

overall system algorithm. First, the tree is being detected 

using a color detection algorithm. The live video feed from 

the camera is processed by the algorithm which tracks and 

captures the shape of the tree. The moving platform moves 

and follows that object until it reaches a certain distance of 

65cm where the ZED  camera triggers a function to stop the 

movement of the kart motors. By using the acquired depth of 
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an object, ZED stereo camera provides an output a distance 

in centimeters which marks the stopping point of the moving 

platform. The motors work based on the orientation of the 

tree. If the object is tracked at the center of the video feed, 

both motors will rotate making the platform move forward. 

The motor at the right side of the platform slows-down if the 

tree is detected at the right side of the video feed, which turns 

the platform to the right. Finally, if the object is detected at 

the left side of the video feed, the motor at the left side of the 

platform slows-down to make the platform turn to the right 

side. The second part of the system is the detection and 

picking of the orange fruit. Artificial orange fruits are placed 

in the artificial tree, once the camera detects the fruit, the 

robotic arm move the end-effector until the detected fruit is 

at the center of the screen. 

The elbow motor and wrist motor move to place the tracked 

object inside the specified area of the x and y-axis. Once the 

target is centered, the shoulder motors move to pick the fruit 

and it continuously moves until the ultrasonic signals the 

robotic arm is close enough to the fruit to pick it off. The 

ultrasonic sensor signals the gripper part of the robotic arm to 

pick the fruit, once the fruit is properly secured, the robotic 

arm returns to its original position, bringing the orange fruit 

with it and ready to release it to a container. 

 

 
 

Figure 6: Flow Chart of Overall System Algorithm 

 

a. Kart Vision System 

This system is mainly composed of stereo vision camera 

for green color detection of tree and depth measurement. 

Generally, the green color detection handles the calibration of 

YCrCB minimum and maximum values of the necessary 

color. It also includes enhancement of filtered black and 

white image of the tree by the use of morphological 

operations. The tree is detected when the contour area of the 

tree provides a set of x and y coordinates as the center of the 

tree area. The kart moves to the detected position of the tree 

using the value of the center of the contour area. Figure 7 

shows the flow chart for tree detection. 

 

 
 

Figure 7: Green Color Detection 

 

It is important to determine the green color of the tree by 

adjusting values of YCrCB. Green detection is programmed 

using C++ language in Microsoft Visual Studio 2010. 

Captured image converted from RGB to YCrCB is stored in 

camera feed. Mainly, the program provided trackbar to adjust 

the minimum, 0, and maximum, 255, values of the color of 

the tree. As the calibration of color is correctly filtered, the 

filtered tree color is stored in threshold. Morphological 

operations such as dilation and erosion are used to eliminate 

the noise background surrounded the tree. Morphological 

operations [17] apply a certain structure to an input image to 

generate an output image that still have the original size. 

Erosion erodes away the boundaries of the forefront pixels 

while dilation gradually enlarges the boundaries of regions of 

pixels that are in front. 

 

b. Robot arm vision system 

Figure 8 shows the flowchart of the orange detection. 

Orange detection was coded using C++ including OpenCV in 

Microsoft Visual studio. The main objective of orange 

detection is to show the Arduino where and what to move to 

place the orange in the desired location video capture. This 

serves as the eye of the Arduino where the orange detection 

sends characters which have corresponding commands in the 

Arduino. The orange detection creates a screen of 640x480 

 Serial Communication of 

Visual Studio to Arduino. 

Open two ports for tree 

and for robot arm, hSerial 

and hSerial1 respectively 

Open Stereo Vision 

Camera 

 

Run GetDepth Function 

Run Stereo Vision Green 

Detection Algorithm 

Return X and Y to 

GetDepth from Stereo 

Vision Green Detection 

Compute for Depth 

between ZED Camera and 

tree in GetDepth to main() 

Return armDepth value and 

retrieve X and Y of tree in 

GetDepth to main() 

Return armDepth value and 

retrieve X and Y of tree in 

GetDepth to main() 

Send Outputchar to 

Arduino(hSerial) depending 

on the position of the 

tracked tree 

If armDepth value below 

65cm, stop detection of the 

tree and stop the kart from 

moving further 

 

Run Orange Detection 

 Get Camera Capture and 

Store it to Image detect 

(imgdetect) function 

Calibrate HSVmin and 

HSVmax values depending 

on the tree to be tracked 

Camera Feed Converts 

Color from RGB to YCrCb 

Use Morphological 

Operations (Erode and 

Dilate) to the Threshold 

Image and store it again to 

Threshold 

Use FindContours in the 

filtered image and use 

moment method to find the 

tree and get the X and Y 

coordinates of the centroid 



Journal of Telecommunication, Electronic and Computer Engineering 

82 e-ISSN: 2289-8131   Vol. 10 No. 1-6  

resolution which can be used to get the location of the x,y 

coordinates of the fruit, but before this, orange detection starts 

with video capture from the video cam which then is 

processed and in turn be converted from RGB to HSV. 

Adjusting the HSVmin and HSVmax differentiates the fruit 

from its surroundings. The 640x480 screen is divided into 5 

divisions horizontally and vertically to make the movement 

of the arm more precise to how the orange is detected. 

 

 
 

Figure 8: Orange Color Detection 

 

E. Motor controller 

 

a. Kart movement 

As shown in Figure 9, the frame width is 1280 pixel in 

which the x-axis of the frame lies. The frame is divided into 

5 vertical positions. The frame is divided so that each vertical 

position assigned into their respective ranges of x values and 

to easily determine the exact position of the tree using frame 

reference. The five vertical positions are left most, left, 

center, right, and right most.  

When the contour area of tree in the form of white object is 

formed, it is where detection of object started. The contour 

white area of tree is formed into closely triangular in shape. 

Its area is needed in order to calculate and determine the 

center of the area of the tree using moments method. 

Moments can be considered a characteristic of the computed 

contour by summing the total pixels inside of the contour. 

Using the contour area of the tree, the center is determined by 

a point of x and y values as the position [18]. The moment 

method calculated the contour area and center of the detected 

tree. 
 

 
 

Figure 9: Frame Division using ZED Camera resolution 

 

The movement of the kart depends on the location and 

position of the tree from the view of the machine vision using 

stereo vision camera. The direction of the movement of the 

kart depends on the position of the center of the contour area 

of the tree. The center is provided by values of x and y 

coordinates. To set the location of the center of the tree, the 

frame is divided into 5 vertical positions with its 

corresponding horizontal distances. The horizontal distance 

which lies on the x-axis has a certain range to recognize the 

direction from the other. Table 1 describes the 5 directions of 

movement of the kart with its corresponding range of x values 

on the frame. 
 

Table 1 
Range of X values on the frame 

 

Position Range of x-coordinates 

Leftmost x>=0 && x<256 

Left x>=256 && x<512 

Center x>=512 && x<768 

Right x>=768 && x<1024 
Rightmost x>=1024 && x<=1280 

 

For a certain position of the tree on the frame, there is also 

an equivalent output characters to be recognized and 

converted to motor signals by the Arduino program. The 

Arduino recognized the input characters to control the 

direction of the motor as well as its speed. The motor driver 

MDD10A [19] is used to drive the wiper motors of the kart. 

Motor driver PWM pins are connected to analog input pins (3 

and 6) of Arduino and DIR pins are connected to digital input 

pins (4 and 7) of Arduino. The speed of motor is written in 

analog signals from 0 to 255. The higher the analog signal the 

faster the motor rotates. In digital inputs of Arduino, HIGH 

signal means the motor is ON while LOW signals means the 

motor is OFF. Table 2 shows detected tree positions, assigned 

characters for each position and speed for each motor. 

 

 

 

 Open Camera 

Get Camera Capture and 

Store it to Camera Feed 

Calibrate HSVmin and 

HSVmax values depending 

on the object to be tracked 

Camera Feed Convert 

Color from RGB to HSV 

Use Morphological 

Operations (Erode and 

Dilate) to the Threshold 

Image and store it again to 

Threshold 

Store filtered image to 

Threshold 

Use FindContours in the 

filtered image and use 

moment method to find the 

fruit and get the X and Y 

coordinates of the centroid 

Send Output Char to 

Arduino depending on the 

position of the tracked fruit 
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Table 2 

Output Characters from Visual Studio for Motor Control 

 

Position 
Output Characters 

from Visual Studio 

Speed of Motor (M1) 

and Motor (M2) 

Leftmost M M1=110 & M2=145 
Left  L M1=85 & M2=105 

Center F M1=150 & M2=155 

Right R M1=100 & M2=90 
Rightmost S M1=140 & M2=115 

 

b. Robotic arm movement 

The webcam adjacent to the end-effector output of the 

robotic arm has a 640x480 frame resolution. The frame is 

divided into different sections as shown in Figure 10. The 

goal is to move the end-effector in such a way that the fruit is 

at the center location of the frame. Multiple fruits can be 

detected but the algorithm priority follows the largest area. X 

and Y coordinates of the centroid and the distance measured 

from the ultrasonic sensor are being processed by the 

microcontroller for motor movements. 

 

    Topmost     

    Top     

Leftmost Left Center  Right Rightmost 

    Bottom     

    Bottommost     

 
Figure 10: Frame Division using webcam (640x480 resolution) 

 

The sections in Figure 10 has corresponding numerical 

values shown in Table 3. The video stream from the camera 

is being processed using Visual Studio with OpenCV library. 

Coordinates extracted from the processed image and distance 

from ultrasound are then pass to Arduino which in turn 

controls the different motors of the robot arm. The Arduino 

code consists of multiple cases in switch, which then waits 

for the characters sent by the orange detection. Each case 

corresponds to a certain command and has to meet a certain 

condition for the Arduino to execute. For the upward and 

downward movement of the robot arm, the Arduino controls 

the elbow servo motor, and for the left and right movement, 

the Arduino controls the base, in order for the fruit to be in 

the desired location in the camera capture. If the fruit is 

already in the desired position, the Arduino then controls the 

wrist pitch and the shoulder to be able to reach the fruit, and 

as soon as the fruit is near the arm, the grip then closes and 

returns to the original position. 

 
Table 3 

Output Characters and Range Coordinates for Robotic Arm Control 

 

Location of the Fruit in 

the Screen 

Output 

Character 
Range of Coordinates 

Leftmost l x>540 

Left  z x<=540 && x>300 
Rightmost q x<120 

Right  r x>=120 && x<240 

Topmost f y<50 
Top  w y>=50 && y<110 

Bottom v y<=340 && y>170 

Bottomost c y>340 

Center g 
y>=110 && y<=170 and 

x<=300 && x>=240 

 

 

IV. RESULTS AND DISCUSSION 

 

A. Kart Response and Vision System 

In this study, a Christmas tree was used as a prototype tree 

for testing tree detection algorithm. Green color detection 

algorithm from Figure 7 is used to detect the leaves of the 

tree.  

Two vision systems are used in this study: one for long 

range and one for short range. ZED  stereo camera is used for 

long range for it has a useful range of 50cm to 20m. The 

minimum threshold set in this study is 65cm. This stereo 

camera is used to get the distance of the tree from the kart. 

This ZED stereo camera can be used not only for ranging but 

also for capturing images like an ordinary webcam. These 

captured images were processed using OpenCV and color 

detection algorithms. Tree detection and orange fruit 

detection can be done using ZED stereo camera and ordinary 

webcam as sensing elements. But unlike using webcam, the 

ZED stereo camera can output not only x and y coordinates 

of the target but also the depth or the distance of the target. 

Shown in Figure 11 is the ZED stereo camera output in the 

orange fruit detection testing.  

 

 
 

Figure 11: Orange detection and depth estimation 

 

Figure 12 shows the ZED stereo camera output where depth 

in centimeters and the coordinates of target object are 

displayed. These data are then pass to Arduino 

microcontroller to be translated as motor movements. 
 

 
 

Figure 12: Output for depth estimation and coordinates extraction 

 

It was initially thought that ZED stereo camera is enough as 

the visual feedback for this study. Unfortunately, it cannot 
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work properly at very short distances of less than 65cm. That 

is why ZED stereo camera was only used for the kart vision 

system for tree detection. Eye-in hand feedback or webcam 

mounted on an end-effector with ultrasonic sensor for ranging 

is the one used for orange fruit detection and picking once the 

kart is near the tree (less than 65cm). 

To test the reliability of the kart to move in forward motion 

near the tree, time traveled is measured with respect to its 

distance traveled to the tree. The distance of the kart from the 

tree is tested starting from 1m to 10m. The position of the tree 

varied and tested from left, right and center positions. 

Detected tree and its binary image is shown in Figure 13 

while detected tree at different positions are shown in Figure 

14. 

 

 

 
 

Figure 13: Tree binary image 

 

 
a) left    b) right 

 
c) center 

 

Figure 14: Detected tree at different positions 

 

 

 

 

 

 

 

Table 4 

Summary Of Average Kart Response 

 

Sample 

Distance 
(m) 

Travel 

Time  (s) 
Left 

Travel 

Time (s)  
Center 

Travel 

Time (s) 
 Right 

1 5.67 3.28 6.29* 

2 8.76 7.35 9.62 

3 14.86* 10.32 15.29 
4 23.01* 13.71 18.72* 

5 18.75 17.12 25.29 

6 21.82 20.83 25.09 
7 26.59* 24.72 27.49 

8 29.69 29.38 34.18* 

9 32.91 32.86* 36.78 
10 28.86 38.75 35.29* 

 

Table 4 shows the total average of response time for 10 

trials per position. The travel time of the kart corresponds 

nearly in increasing pattern of distance traveled by the kart 

near the tree. The asterisk beside the average value on the 

table represents that a failed testing occurred within the 5 

trials. Due to environmental factors such as noisy 

background, the camera was not able to track the position of 

the tree properly.  

Shown in Figure 15 is the relationship between the sample 

distance versus travel time. 

 
Figure 15: Relationship between sample distance vs. travel time 

 

Shown in Figure 16 is a picture wherein multiple orange 

fruits are detected by the orange fruit color detection 

algorithm. Though we can see four orange fruits in the 

original image, only three have binary image because one 

orange fruit has a small area not enough to trigger the 

threshold for tracking in orange fruit detection algorithm. 

Once the binary image is processed, area of the white blobs, 

corresponding to the orange fruits, are calculated. The orange 

fruit largest blob detected will be the first one to be picked up 

and the loop will continue until all the orange fruits detected 

were picked up. 

 

B. Robotic arm response 

The goal of the robotic arm controller is move the end-

effector  with mounted camera as its feedback to detected 

fruit. The end-effector moves up-down and/or left-right in an 

incremental movements until such time that the detect orange 

fruit is at the middle of the camera frame. This processing can 

be called “centering the detected fruit” with respect to the 

end-effector.  

The average time for the robot arm with gripper end-

effector to pick and place orange fruit to basket is around 

20.33 seconds. The data gathered when the end effector was 

changed to a cutter improved. The results shown in Table 5 

shows that the harvesting rate has increased by using a 

mechanical cutter as the end effector. The harvesting speed 

Tr
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of the gripper is at 20.33 seconds per fruit while 9.41 seconds 

per fruit using cutter.  

The use of a mechanical cutter with net-hose connected to 

the basked helped a lot in improving the efficiency rate and 

speed of fruit harvesting. Overall efficiency for multiple fruit 

harvesting using 30 trials is shown in Figure 17. Gripper has 

24/30 or 80% efficiency while cutter has 26/30 or 86.7% 

efficiency. Efficiency was measured in terms of success rate 

of putting the harvested fruit into the basket in front of the 

kart.  

 

 
 

Figure 16: Multiple orange fruits detected tree at different positions 

 
Table 5 

Average harvesting time of fruit at center position 

 

Center Position Time 

Gripper 20.33 seconds/fruit 

Cutter 9.41 seconds/fruit 

 

 

 
 

Figure 17: Overall Efficiency 
  

V. CONCLUSION 

 

This study has successfully implemented an autonomous 

fruit harvester with machine vision which is capable of 

detecting and harvesting an orange fruit from a tree. The fruit 

harvesting procedure was done using gripper or a cutter. The 

system is composed of a six-degrees of freedom (6-DOF) 

robotic arm mounted on a four-wheeled electric kart. The kart 

uses ZED  camera for long range distance measurement and 

to detect the tree using the green detection algorithm. Image 

processing is done using Microsoft Visual Studio and 

OpenCV library. The x & y coordinates and distance of the 

tree are passed on to Arduino microcontroller as inputs to 

motor control of the wheels. When the kart  is less than or 

equal to  65cm to the tree, the kart stops and the robotic arm  

with its own vision system algorithm takes over to search 

orange fruits from the tree. The robotic arm has a webcam 

and ultrasonic sensor attached at its end-effector. The 

webcam is used for orange fruit detection while ultrasonic 

sensor is used for short distance measurement to give 

feedback how far is the end-effector to the fruit. Multiple fruit 

harvesting was successfully done.  Gripper has 24/30 or 80% 

efficiency while cutter has 26/30 or 87.5% efficiency. 

Efficiency was measured in terms of success rate of putting 

the harvest fruit to the basket in front of the kart. The color 

detection algorithm used in this study can be calibrated and 

applied for other colored fruits such as red or green apple. 

This project can be used not only in fruit picking but also be 

used in manufacturing industry for pick and place processes. 
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