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Abstract—The generation of test cases is a challenging phase 

in software testing. The process of test case generation becomes 

more expensive and time-consuming when the test suites become 

larger. Many researchers have proposed the test case 

prioritization (TCP) technique to schedule test cases, so that 

those with the highest priority are executed first before lower 

priority test cases. One of the performance goals of TCP is the 

rate of fault detection, which is a measure of how quickly faults 

are detected within the testing phase. However, the existing TCP 

technique has some limitations. This paper presents the results 

of a systematic literature review (SLR) of relevant primary 

studies as evidence of the existence of TCP in the area of event 

sequences. Consequently, five major techniques and 10 factors 

were identified and analysed. This study aims to review and 

identify techniques and factors that influence the process of 

assigning weight values in TCP processes. The proposed factors 

need to be evaluated in terms of their contribution to the 

performance of the TCP technique. Some researchers believe 

that a combination of factors might be required to produce 

unique weights during the TCP processes. Nevertheless, most 

studies applied the random method or did not provide any 

information regarding the same weight value issues. 

 

Index Terms—Unique Weight; Test Case Prioritization; 

Systematic Review. 

 

I. INTRODUCTION 

 

In the software development phase, testing software for large 

systems is often expensive and time-consuming. Hence, the 

importance of testing grows as the size and complexity of the 

system increases. Whenever the time for testing increases, the 

costs will rapidly increase. In recent years, numerous TCP 

techniques have been proposed and applied. This study is part 

of the on-going research towards enhancing the existing TCP 

technique for event sequences. The flexibility of event 

sequence application enables countless usage scenarios and a 

combination of interactions [1]. This characteristic makes the 

application of event sequences even more complex compared 

to traditional applications due to the possibility of the former 

having infinite input domain. Within a defined timeframe, it 

is not practical, and impossible to test every possible input.  

TCP has been proven to be beneficial in testing activities 

[2]. In recent years, numerous researches have proposed 

methods that combined multiple factors and applied the 

assigning-weight value approach in their TCP techniques. 

One of the challenges in TCP is to prioritize test cases that 

may have the same priority value during these TCP processes. 

Based on the literature review, most researchers would apply 

the random technique to break the ties. The random technique 

is a fundamental testing method in which the test cases will 

be selected randomly from the test suites [3]. Although the 

random technique is popular, its effectiveness has been 

argued by many since it creates bias issues [3], [4]. Based on 

that reason, researchers have concluded that there is a need 

for a unique weight approach to solve the same priority value 

issues. Therefore, this SLR paper aims to represent the 

techniques and factors that can influence the process to 

produce unique weight in TCP. This paper is structured as 

follows; Section II will present details of the systematic 

review process. Section III will discuss the extraction of 

information to answer the research questions. Section IV will 

present discussions of the results. The conclusion will be 

expressed in Section V. 

 

II. REVIEW METHOD 

 

The review processes for this SLR used the guidelines 

proposed by [5], [6]. According to [5], three main phases are 

involved in this SLR; planning the review, conducting the 

review, and reporting the review, as shown in Figure 1. 

 

 
 

Figure 1: SLR phases and stages in this study 

 

A. Research Questions 

Over the years, different methods, approaches, and 

techniques have been proposed to reduce the effort, time, and 

cost taken during testing. This SLR seeks to understand and 

summarise the existing evidence on TCP techniques. 

Furthermore, this review endeavours to identify the 

techniques and factors that affect the effectiveness of the 

existing TCP techniques. According to [6], five components 

can be used to formulate research questions for the SLR, 

which are known as the PICOC. Table 1 shows the criteria 

and scope of such research questions. 

To achieve the aim of this study, the two research questions 

are: 
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RQ2 : What are the factors that can affect the 

effectiveness of TCP technique? 

 
Table 1 

Criteria and Scope of Research Questions 
 

Criteria Scope 

Population 
Sequence Based, Event Based, Search Based, State 

Based 
Intervention Test case prioritization technique 

Comparison NA 

Outcomes 

Techniques and factors of TCP technique applied in 
Sequence-Based, Event Based, Search Based, State-

Based 

Context 
Review(s) of any empirical studies of the test case 

prioritization 

 

B. Data Sources 

Ten electronic databases were used to primarily extract 

data, namely, the ACM Digital Library, Emerald Insight, 

Elsevier, Google Scholar, IEEE Xplore Digital Library, 

ScienceDirect, Scopus, SpringerLink, Taylor & Francis 

Group, and Wiley. These selections were based on the online 

databases subscribed by the University Putra Malaysia's 

Library under the Computer Science subject category. 
 

C. Search Strategy 

The initial search strings were software, test case 

prioritization, sequence based, search based, event based, and 

state based. Trial searches with a combination of terms were 

derived from the research questions. The proceeding search 

string was then constructed using the Boolean "and", and 

Boolean "or" operators for alternatives synonyms, and world-

class variants of each keyword. The following search 

keywords were used to find relevant studies based on the title, 

abstract, and metadata: 

 

("Software" AND "Test") OR ("Test Case Prioritization") 

OR ("Test Case Prioritization" AND "Sequence-Based") 

OR ("Test Case Prioritization" AND "Search Based") OR 

("Test Case Prioritization" AND "Event Based") OR ("Test 

Case Prioritization" AND “State-Based") 

 

D. Study Selection 

Study selection is evidence of the research question. 

During the first search stage, 2,314 prospective studies were 

selected. The next stage was the process of eliminating 

duplicates, and irrelevant studies. After screening the titles 

and abstracts, only 135 were potentially relevant [5]. These 

were then subjected to the inclusion and exclusion criteria. 

Once the 135 primary studies have been selected, the quality 

of the selected primary studies were evaluated using quality 

assessment questions, which were proposed by [5]. The 

quality assessment questions are shown in Table 2. 

 

E. Inclusion and Exclusion Criteria 

The inclusion and exclusion criteria for this SLR were 

based on the research questions [5]. The inclusion criteria for 

this SLR are as follows: 

• All papers must be published in English 

• All papers must be published from 1 January 2005 to 

18 December 2016 

• All papers must focus on test case generation and test 

case prioritization 

Next, each paper was filtered using the exclusion criteria 

before being accepted for the next stage. The exclusion 

criteria are as follows: 

• Papers that are not published in English 

• Duplicated study areas 

• Papers that only contain opinion pieces, viewpoints, 

progress research or incomplete results 

• Exclude thesis 

• Exclude papers with less than three pages 

• Papers that do not report any empirical study 

 

F. Data Extraction and Quality Assessments 

Quality assessment (QA) for this study was achieved by 

weighting or scoring to obtain relevant studies that would be 

capable of addressing each research question. Most 

researchers agree that the quality assessment study checklist 

can be used to ensure that the data extraction process meets 

the quality criteria [7]. Some researchers stated that quality 

assessment can be used to evaluate the completeness and 

relevance of the selected studies. Table 2 lists the general 

questions to measure the quality of selected studies. Three 

scales are coded for the quality assessment checklist, and 

given scores; Yes =1; Partially = 0.5; No = 0. Based on the 

item checklist, each article was measured from 0 (very poor) 

to 4 (very good). 

 
Table 2 

Quality Assessment Checklist 

 

No Item Answer 

SQ1 Were the aim and objective clearly stated? Yes/No 

SQ2 Was the research design clearly specified? Yes/No/Partially 

SQ3 Did the researcher(s) carry out the process of 
data collection well? Yes/No/Partially 

SQ4 Do the researcher(s) discuss the work 

limitations clearly? Yes/No/Partially 

SQ5 Did the researcher(s) state enough data to 

support their proposed factors? 
Yes/No/Partially 

 

III. FINDING 

 

After the titles and abstracts have been screened, only 135 

papers were potentially relevant. At this stage, irrelevant 

studies and duplicate studies were eliminated. Then, each full 

paper was read whenever the title and abstract were 

insufficient to categorize whether the paper was relevant or 

not. Finally, 70 primary studies were selected for providing 

answers to the formulated research questions. Figure 2 

depicts the results of the paper search and selection process. 

 

 
 

Figure 2: Paper search and selection stage for this SLR 
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A. Quality of Factors 

Table 3 indicates the quality assessment scores for the final 

identified papers. Six studies (9%) were rated fair, nine 

studies (13%) were good, and 55 studies (78%) were of very 

good quality. None of these papers were rated as being of 

poor quality. As such, all selected papers were included in the 

next phase for further analysis. 

 
Table 3 

Quality Assessment Scores 

 

Quality 
Scale 

Very 

Poor 

(>=1) 

Poor 
(>=2) 

Fair 
(>=3) 

Good 
(>=4) 

Very 

Good 

(=5) 

Answer 

Number of 
studies 

0 0 6 9 55 70 

Percentage 

(%) 
0 0 9 13 78 100 

 

IV. DISCUSSION 

 

This section presents and discusses the results related to 

the research questions. A detailed description of the findings 

will be presented with the aim of investigating the major 

utilised techniques and factors that can affect the performance 

of the TCP techniques. 

 

A. What Are the Existing Techniques Used to Prioritize 

Test Case? 

Based on this SLR, numerous techniques have been 

adapted and applied in prioritising test cases. 26% of the 

selected papers have combinations of more than one 

technique, as proposed by [8], [9], and [10]. They believe that 

adopting multiple criteria can maximise the number of 

discovered faults, thus, improving the effectiveness and 

efficiency of the proposed technique [11]. In fact, some 

researchers agree that the multiple criteria could break ties if 

they are present during the TCP processes. As previously 

mentioned, a majority of the papers reported the application 

of the random technique to solve the same priority value 

issues. Some researchers believe that if one criterion is not 

performing as expected, the remaining criteria can make up 

for it to provide the expected result. Table 4 represents the 

identified techniques used to prioritize a test case. 

 
Table 4 

Identified Techniques Used to Prioritize Test Case 

 

No. Techniques Authors 

1 Code 
Coverage 

[8], [12], [13], [14], [15], [16], [17], [18], [19], 
[20], [21], [22], [23], [24], [25], [26], [27], [28], 

[29], [30], [31], [32], [33] 

2 Requirement 
Coverage 

[8], [17], [24], [26], [34], [35], [36], [37], [38] 

3 Execution 

Time 

[9], [25], [26], [27], [28], [39], [40] 

4 Fault 

Coverage 

[24], [25], [28], [31], [41], [42] 

5 Historical 

Data 

[36], [42], [43], [44], [45] 

 

Code coverage is the most utilised technique to prioritize 

test cases at 40% of these papers. The second is the 

requirement coverage at 17%. This is followed by execution 

time at 13%, fault coverage at 10%, and historical data at 8%. 

The remaining 2% is for other techniques, such as event 

coverage, interaction coverage, and state-based behaviour. 

The following researchers applied for code coverage:[8], 

[12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], 

[23], [24], [25], [26], [27], [28], [29], [30], [31], [32], and 

[33]. Higher code coverage can be a good indicator of fault 

detection capability [46]. There are a number of coverage 

criteria for code coverage, such as function coverage, 

statement coverage, branch coverage, and condition 

coverage. Meanwhile, a combination of branch coverage and 

function coverage is called the decision coverage. Normally, 

the decision coverage is applied for safety critical 

applications, whereby each condition in the program could 

affect the decision outcome independently. The code 

coverage is also widely used in the industry. Code coverage 

becomes one of the requirements in the automotive safety 

standard, ISO 26262, Road Vehicles-Functional Safety [75]. 

In terms of the requirement coverage, researchers applied 

it to maximize user satisfaction [8]. Test cases are mapped 

with the given requirements, and the requirement coverage 

will ignore the actual behaviour and the structure of the 

application. According to [36], requirements complexity and 

requirements volatility are some of the weight factors 

proposed by previous researchers to prioritize test cases based 

on the requirement coverage technique. A recent research had 

shown that the implementation of requirements complexity 

and requirements volatility can significantly affect the rate of 

fault detection in test suites [36]. 

 

B. What Are the Factors That Can Affect the Effectiveness 

of TCP Technique? 

As shown in Table 5, 10 factors were identified based on 

the data extracted from 70 primary studies. All identified 

factors were found to have affected the effectiveness and 

efficiency of the TCP technique. Three factors were the most 

addressed by the primary studies, which include fault matrix 

in 46 papers, redundancy in 20 papers, and complexity in 18 

papers. 57% of the papers applied more than three factors in 

their TCP technique to achieve more than one competing 

objective. This shows the interrelation between the identified 

factors. It also shows the importance of using more than one 

factor to increase the performance of the TCP technique. In 

addition, 14% of these papers addressed only one factor. Most 

of these papers also applied execution time as a factor to 

prioritize test cases. It was stated that this technique is 

expected to cover all the statements with a minimal execution 

time [27]. 

 
Table 5 

Factors That Affect the Effectiveness of TCP Technique 
 

No. Factors Authors 

1 Fault [8], [9], [14], [15], [17], [18], [19], [20], [21], 

[23], [24], [25], [26], [28], [30], [33], [35], 
[37], [38], [40], [41], [43], [44], [45], [47], 

[48], [49], [50], [51], [52], [53], [54], [55], 

[56], [57], [58], [59], [60], [61], [62], [63] 

2 Redundancy [9], [11], [15], [21], [22], [23], [24], [28], [33], 

[35], [36], [37], [44], [50], [53], [54], [55], 

[57], [62], [64] 

3 Complexity [14], [18], [26], [28], [30], [33], [35], [37], 

[43], [47], [49], [50], [51], [52], [53], [54], 

[62]  

4 Frequency [14], [16], [21], [28], [34], [43], [45], [47], 
[50], [51], [54], [56], [64], [65], [66], [67] 

5 Requirements [8], [24], [26], [33], [34], [35], [37], [39], [41], 

[55], [59], [65], [68], [69] 

6 Time [9], [12], [15], [18], [25], [26], [34], [39], [48], 
[49], [62], [65] 

7 Distance [11], [23], [32], [42], [45], [49], [53], [54], 

[68], [70] 

8 Cost [8], [17], [34], [36], [44], [45], [60], [65], [71] 



Journal of Telecommunication, Electronic and Computer Engineering 

122 e-ISSN: 2289-8131   Vol. 10 No. 1-4  

No. Factors Authors 

9 Permutation [11], [42], [44], [49], [51] 

10 Others [1], [13], [16], [19], [20], [22], [23], [24], [27], 

[28], [29], [31], [32], [33], [35], [38], [40], [41], 
[43], [44], [45], [48], [50], [55], [59], [63], [64], 

[65], [66], [67], [69], [72], [73] 

 

Most of these papers emphasized that fault matrix plays an 

important in selecting potential factors for the TCP technique. 

Fault matrix represents the minimal set that covers all faults 

[9]. The weight of a test case is given based on the ratio of the 

fault coverage value. Furthermore, the execution time will be 

reduced with early fault detection, which can affect the 

effectiveness and efficiency of the TCP technique. Based on 

the literature, redundancy becomes the second popular factor 

because of the high possibility for a large test suite to have 

redundancies. Minimization is one of the techniques to 

remove redundancy in a test suite. Previous experiments have 

shown that the implementation of redundancy in TCP 

technique can save resources and time [14]. 

The complexity of a system can be considered as a 

subjective measure. Based on Table 5, 17 papers addressed 

complexity as one of the factors that can influence the 

performance of their TCP technique. Some researchers stated 

in their respective papers that by reducing the test suite, and 

the program size, the value of complexity for the system can 

be decreased [14]. High complexity value shows that the 

system is more complex. Furthermore, the complexity can 

also be a measure for the case of requirement changes. The 

complexity is calculated based on the number of times the 

requirement changes. Numerous complexity metrics are 

available for measuring complexity, such as McCabe, Lines 

of Codes, and unique complexity metric. According to [35], 

requirements with complex functionality can introduce a 

higher number of faults. Thus, it was concluded that the 

complexity factor can influence the TCP processes. 

The data presented in Table 5 shows that only five papers 

have considered permutation as one of the factors that can 

influence the weight of the priority value in TCP. However, 

based on the literature, previous researchers believed that 

permutation is actually one of the important factors that help 

to generate an optimum number of test cases. Furthermore, 

permutation can also remove redundancies.  Due to resource 

and time constraint, it would be impractical to execute all test 

cases as some of these test suites can grow very large, 

especially in event sequences applications [74]. Thus, 

permutation is needed to select a subset of possible 

combinations of events. 

There were 19% of the selected papers that combined fault 

matrix, redundancy, frequency, and complexity factors. 

Based on Table 5, all four factors are in the top rank. 6% 

papers combined fault matrix and time factors. A similar 

condition was found with the combination of fault matrix and 

redundancy factors. On the other hand, 13% of these papers 

combined fault matrix with other factors, such as dependence 

structure, relationships among test cases, and the execution of 

information of the modified program. Thus, it was concluded 

that there is a need to combine all four factors that belong in 

the top rank to obtain a high performance TCP technique. 

However, some limitations can still be found with the existing 

TCP technique, which may still require enhanced 

effectiveness and efficiency. Therefore, changes in the 

existing combinations of factors may be needed to fill the gap 

in that research area. 

 

V. CONCLUSION 

 

This paper has presented and discussed the results obtained 

from 70 primary studies. This study is a part of the research 

to propose a unique weight approach in TCP technique for 

event sequences. Therefore, the aim of this SLR paper was to 

investigate and identify the factors used to develop an 

effective TCP technique for event sequences. Collecting and 

identifying the most utilized factors in TCP techniques were 

useful for the potential improvement of the overall research. 

The SLR results have 10 factors that should be considered to 

enhance the existing TCP technique. Moreover, code 

coverage is widely used in TCP technique, to detect faults as 

early as possible. Thus, code coverage should be taken under 

considerations for future researches. However, in order to 

maximize the number of detected faults, there is a possibility 

of combining code coverage with other techniques, such as 

requirement coverage, which was done by [8]. It measured 

the amount of requirements that can be covered by the test 

case. Overall, the results confirmed that the 10 identified 

factors played significant roles in the performance of the TCP 

technique.  
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