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Abstract—This paper discusses a few Inertial Measurement 

Unit (IMU) sensor-based approaches for sign language gesture 

recognition. Generally, there are three main research areas for 

the IMU sensor-based approach which consist of the device 

structure, sensors fusion algorithm and calibration method, 

and finally gesture recognition and classification method. The 

device structure includes the number and placement of the 

sensors to cover the degrees of freedom. Sensors fusion 

algorithms, such as complementary filter, Kalman filter, and 

EKF are implemented to combine a variety of sensors used for 

data acquisition. Several gesture classification and recognition 

methods are also reviewed in this paper. Some of the 

limitations related to sensor-based technique such as device 

structure and classification technique are discussed as a 

research gap for future references. 

 

Index Terms—IMU Sensor-based Approach; Sensor Fusion; 

Sign Language Recognition. 

 

I. INTRODUCTION 

 

Sign language is the most popular technique of 

communication among people with hearing-impairment. 

However, this type of communication method has its own 

drawback as not everybody able to understand and 

comprehend sign language. Many approaches have been 

studied by researchers to convey the meaning of the sign 

language to normal people.  

Two of the most remarkable solutions are sensor-based 

[1-25] and vision-based [27-35] approaches. Vision-based 

approaches have been researched extensively compared to 

the sensor-based approach. Most of the vison-based 

solutions employed Kinect device [29], [30] as an interface 

due to the fact that it has higher accuracy whilst the software 

development kit (SDK) could be obtained on the shelf easily. 

Vision-based approaches allow for more than 95 % correct 

recognition [3] of sign language gesture. The main 

advantage of vision-based approach is; the user does not 

need to wear a cumbersome data glove as presented mostly 

by sensor-based approach. However, this implementation 

suffers from number of challenges, including lighting 

condition, image background, face and hands segmentation, 

and different types of noise [1]. Furthermore, vision-based 

techniques typically required cameras to be mounted in the 

environment that inherently suffer from a limited range of 

vision [2].  

Sensor-based approach on the other hand can reduce the 

restrictions on the environment. It also allows for relatively 

easy acquisition of parameters which are hard to obtain in 

vision systems, such as hand shape or forward/backward 

movement (related to the image depth axis) [3]. For sensor-

based approach, hand glove implementation has the most 

attractions since developers can include all necessary 

sensors at any desired position and easy for end-user to wear. 

However, a number of issues have been addressed on the 

hand glove development with sensors [1]. One of them is 

related to the number and physical location of the sensors to 

be deployed. This would impact the size of stored database 

to achieve a higher level of accuracy. More sensors can 

definitely achieve higher accuracy at the cost of higher price. 

The second problem is related to the sensor limitation and 

data reliability. This is crucial to acquire correct information 

of each finger’s position and orientation, since it can 

incorporate with the noise or value drifting. The third issue 

is about sensors and glove calibration. Sensor calibration is 

necessary due to the bias error that occurs when the sensors 

are in rigid body state. Glove calibration is also necessary 

due to the fact that different people have different hand sizes 

and finger length or thickness. Therefore, gloves need to be 

calibrated for a particular user in order to ensure the sensors 

are aligned with the finger joint location. 

There are various types of sensor; flex sensor, leap sensor, 

surface electromyography (sEMG) sensor and IMU sensors 

(Accelerometer, Gyroscope and Magnetometer) that have 

been previously researched for hand glove implementation. 

The following briefly elaborates some of the findings relate 

to these sensors for hand gesture recognition application. 

In the work proposed by Wu et al., 2016, IMU sensors 

(accelerometer and gyroscope) and sEMG sensors are fused 

together to acquire information of hand/arm movements [2]. 

The IMU sensor is worn at wrist for capturing hand 

orientations and hand/arm movements while sEMG is 

placed at the forearm for distinguishing difference of hand 

shapes and finger movements. In this work, an adaptive 

auto-segmentation technique had also been proposed to 

extract periods during which signs are performed using 

sEMG. This implementation can achieve an average 

recognition of up to 96.16 % accurate.  

An accelerometer glove has been developed by Galka et 

al., 2016 [3]. The designation of the glove could reduce the 

number of sensors deployed and at the same time, capable to 

cover the most important degrees of freedom (DOF) for 

hand gesture. It consists of 7 3-axis accelerometer sensors 

which are deployed on each of the finger, wrist and arm, and 

connected to a single serial peripheral interface (SPI) bus. 

Galka et al. adopted the Parallel Hidden Markov Models 

(PaHMM) to isolate sign language gestures and also 

performed the fusion of different sensor signals at score 

level. The proposed method can reduce error rate by more 

than 60 %, while preserving 99.75 % recognition accuracy. 

Another method which combined data glove based on 
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ARM9 and flex sensors with 9-axis IMU sensor was 

proposed by Lei et al., 2015 [4]. Flex sensor reacts only 

when bending degree changes, so it has high accuracy, 

linearity, repetition and high stability. In this work, 9-axis 

IMU sensors which consist of 3-axis accelerometer, 3-axis 

gyroscope and 3-axis magnetometer are used to obtain the 

angle of roll, pitch and rotation. This implementation has an 

accuracy which varies from 86.70 % to 96.70 % according 

to the hand gesture complexity.  

Li et al., 2016, proposed an AHRS sensor which include 

accelerometer and gyroscope, implemented with Kalman 

filter to obtain Euler angles [5]. As for gesture recognition 

method, Li et al. implemented HMM model and proposed 

entropy-based K-means algorithm to decide number of 

states in the HMM model. In order to determine the 

structure of HMM, author used a data-driven method to 

combine the artificial bee colony algorithm with the Baum-

Welch algorithm. The recognition system is established by 

11 HMM models which gain average recognition rate of 

91.3 %.  

An implementation of Myo gesture control armband 

which equipped with eight-channel EMG and 9-axis IMU 

sensors was proposed by Srisuphab et al., 2016 [6]. In this 

work, a feedforward neural network with backpropagation 

was used to effectively extract features in frequency domain. 

This implementation is able to achieve over 88 % of 

accuracy.  

Another implementation using on the shelf Leap Motion 

Controllers (LMC) has been proposed by Mohandes et al., 

2015 [7]. The LMCs were placed perpendicular to each 

other to acquire the signs data. This work also investigated 

fusion of evidences from the two LMC using Dempster-

Shafer theory of evidences at the feature extraction and 

classification stage. The feature fusion results to 97.7 % 

classification accuracy with Linear Discriminant Analysis 

(LDA) classifier and 97.1 % with classifier level fusion. 

As noted in most of the previous works above, the 

research area for sensor-based approach can be classified 

into three aspects; device structure, fusion algorithm and 

gesture recognition and classification techniques. Therefore, 

this study concern is to dive into each of the element 

mentioned by focusing on the IMU sensor-based approach. 

Other types of sensors are briefly discussed as a matter of 

comparison with the IMU sensors. 

 

II. SENSORS-BASED RESEARCH 

 

A. Device structure  

 Understanding of the human hand anatomical structure is 

necessary to decide the placement of sensors in order to 

accurately measure the motion of the fingers. As depicted in 

Figure 1, each finger (except thumb) has three bones; a 

distal, middle and proximal phalanges [3], [8]. The bones 

are connected through a proximal interphalangeal (PIP) and 

distal interphalangeal (DIP) joints. There is a 

metacarpophalangeal (MCP) joint located between the 

proximal and metacarpal phalanges. 

The thumb has only two bones; the distal and proximal 

phalanges. These bones are connected via interphalangeal 

(IP) and MCP joints. The metacarpal and phalanges bones 

meet at the wrist at the carpometacarpal (CMC) joints. The 

IP joints, including the PIP and DIP joints, have one degree 

of freedom (DOF) for the flexion/extension, while the MCP 

joints have two DOF’s for the flexion/extension and 

abduction/adduction. 

 
 

Figure 1: Human hand model 

 

As a matter of fact, installing sensors at each of DOF area 

may improve the accuracy since all sort of the fine 

movements can be monitored precisely. However, this 

implementation does not necessarily suit for all kind of 

applications, even though the accuracy is higher. It varies 

according to the specific application and necessity. Some of 

the applications require a system to monitor even fine 

movement at every single joint. However, some applications 

simply need to monitor the highest impact on dominant 

DOF area. Below shows some examples of the sensor type, 

number and placement considerations, according to the 

specific application. 

In previous work, Park et al., 2015, proposed the use of 

linear potentiometer and flexible wires to detect movement 

of the fingers which can be used for application such as 

virtual reality or teleoperation systems [8]. With the 

assumptions of; (1) the motion of PIP joint is dependent on 

that of the DIP joint, and (2) the flexion/extension is 

typically required more frequently than abduction/adduction 

when manipulating objects, only two linear potentiometers 

were used at each finger. This implementation can cost 

down the system while having appropriate coverage of DOF 

to operate the system accurately. 

The numbers of 6-axis IMU sensors used by Lin et al., 

2014, are 16 which can be divided into 3 sensors for each 

finger (except thumb), 2 sensors for thumb and 1 sensor for 

wrist and arm respectively [9]. The proposed system which 

covers all the DOF area can be used as a hand rehabilitation 

assistance tool that requires a tracking system of the fine 

movement at each joint. The coverage of all DOF area is 

crucial in order to make sure the rehabilitation process has 

even a slight improvement or vice versa. 

However, for sign language recognition application, not 

all the joints are necessary to be monitored to sufficiently 

detect the hand-posture and gesture. According to Galka et 

al., 2016, there are anatomical points whose behavior is 

more distinctive than others, which can reduce the number 

of sensors used [3]. The device proposed in the research is 

consists of seven active 3-axis accelerometer sensors which 

located on each finger, wrist and arm. The author 

demonstrated the combination of this model with proposed 

gesture recognition technique could achieve up to 99.75 % 

accuracy.   

Besides the number of sensors, type of sensors also 

needed several considerations to minimize device 

complexity and reduced its cost. In case of monitoring the 

abduction and adduction movement, flex sensor is 

compulsory to be assisted by other sensor due to the fact that 
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the flex sensor only manage to handle flexion and extension 

movement [4]. IMU sensor on the other hand, has a 

capability to detect finger’s abduction and adduction 

movement itself as well as flexion and extension. Thus the 

implementation of IMU sensors can be a standalone solution 

which sufficient to handle the requirement for the sign 

language recognition application. Moreover, compare to on 

the shelf LMC [39] and MYO armband [40] solutions, IMU 

sensors [41] based solution is cheaper in term of cost 

comparison. 

However, the 9-axis IMU sensors which include 

accelerometer, gyroscope and magnetometer are prone to 

bias error and sensor’s limitation such as drifting issue [10]. 

Therefore, the calibration technique and fusion algorithm 

are two important issues that need to be taken heavily into 

consideration while working with IMU sensors. 

 

B. IMU sensors calibration technique 

Calibration is a vital step to improve the accuracy of IMU 

sensors. An appropriate calibration procedure can reduce the 

bias and noise, which decrease the estimation error in the 

calculation. The calibration technique can be classified into 

two options; offline and online. 

A simplified calibration technique is used by Fang et al., 

2014 [10]. The calibration parameters were considered for 

bias and scale of accelerometer and magnetometers, and the 

bias of gyroscope. The author divided calibration technique 

into two, offline method for accelerometer and 

magnetometer, and online method for gyroscope. Offline 

calibration method implemented the six-position method 

[11] which requires sensors to be mounted on a leveled 

surface with each sensitivity axis of each sensor pointing 

alternately up and down. This would accomplish the global 

calibration for all the accelerometer and magnetometers 

respectively and the parameters are determined by the 

following equations, 

 

( ) / 2

( ) / 2

up down

up down local

bias M M

scale M M S

 

 
 (1) 

(2) 

 

where:   upM     = Sensors’ measurement when staying up 

     downM  = Sensors’ measurement when staying down 

     localS     = Value of magnetic intensity or gravity 

acceleration in local 

 

While online calibration technique is implemented in real 

time to remove the gyro bias. The data glove keeps 

stationary for a while before used and the bias is the mean 

value of the measurements. 

Conroy et al., 2016, presented the adaptation and analysis 

of a continuous-time observer that can be a solution to 

reduce the burden of sensor alignment, calibration and the 

impact of temperature on gyro bias [12]. This 

implementation also can provide a capability for online, 

continuously running corrections over time. The observer 

was first designed and adopted for spacecraft. 

As mentioned by Conroy et al., especially in autonomous 

systems where inertial sensing is typically integrated onto 

rigid bodies within motion capture systems, the calibration 

should become an automated process [12]. This is crucial so 

that the system can adjust errors in real time by continuously 

running the calibration at the background. However, 

complexity of the calibration technique and less accuracy 

will slow down the system and result to inability to achieve 

accurate computation.  

C. IMU sensors fusion algorithm 

There are several IMU sensors fusion algorithms that have 

been proposed in previous works. The fusion technique is 

important to compensate the limitation of one sensor by 

using another sensor. 

One of the fusion techniques is by using complementary 

filter [13]. Basically, complementary filter is used to enable 

the sensor based on the low or high frequency as depicted in 

Figure 2. 

 

 
Figure 2: Block diagram of complementary filter 

 

Low pass filter will filter out the fluctuations of 

accelerometer while the high pass filter will reduce the 

effect of drift on the gyroscope concurrently [36]. The 

complementary filter can be translated into the Equation (3) 

 

*( * ) (1 )*( )angle w angle gyro dt w acc     (3) 

 

where:   w    = Complementary filter weight 

 gyro= Gyroscope’s pitch or roll value 

acc   = Accelerometer’s pitch or roll value 

 

The complementary filter’s weight or coefficient can be 

varied from 0.01 to 0.99. Once the complementary filter 

compares the current gyroscope value with magnitude of the 

force, the filter will revise the pitch and roll angles with the 

accelerometer data. This technique can obtain the accurate 

angle in a short period without complex computation. 

Another method of sensor fusion is by using Kalman filter 

[10,14,15,16]. The Kalman filter consists of prediction stage 

and update stage. The fundamental understanding of 

Kalman Filter can be obtained from lecture notes which was 

well-written by Faragher, 2012 [17]. 

Basically, during prediction stage, filter will try to 

estimate the current state based on all previous state and 

gyro measurement. It will also try to estimate priori error 

covariance matrix based on the previous error covariance 

matrix. The algorithm for above steps can is depicted as 

follow. 

 

| 1 1 | 1ˆ ˆk k k k kx Fx B     (4) 

| 1 1 | 1k k k k k
TP FP F Q     (5) 

 

where:  | 1ˆk kx   = Priori state 

     1 | 1ˆk kx    = Previous state 

F           = State transition matrix 

B  = Control matrix 

| 1k kP      = Priori covariance error 

1 | 1k kP    = Previous covariance error 
TF  = Transposed of the state transition matrix 
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kQ  = Estimated process error covariance 

While in update stage, the filter will compute the 

difference between measurement from accelerometer and 

the priori state. This stage is called innovation. Both  the 

innovation and its covariance can be deducted as follows. 

 

| 1k k k ky z Hx    (6)  

| 1k k k
TS HP H R   (7)  

 

where:   kz  = Measurement value 

     H  = Observation matrix 

     TH  = Transposed of observation matrix 

     R  = Estimated measurement error covariance 

 

Then, the filter will use the innovation covariance value to 

calculate Kalman gain as Equation (8). 

 

| 1
1

k k k
T

kK P H S
  (8) 

 

The calculated Kalman gain is used to update the 

posteriori estimate of current state and covariance as 

depicted in equations below. 

 

| | 1ˆ ˆk k k k k kx x K y   (9) 

| | 1( )k k k k kP I K H P    (10) 

 

where:   |ˆk kx   = Posteriori estimate of current state 

     |k kP  = Covariance of posteriori 

     I    = Identical matrix 

 
This implementation will iterate from Equation (4) until 

(10) numerous times to accurately compute angle, bias and 

rate. As opposed to complementary filter, this 

implementation causes a high complexity computation and 

difficult to be implemented, especially in 8-bit 

microcontroller [18], [36]. 

Besides these two filters, there are few other techniques 

proposed such as extended Kalman Filter (EKF) [19], 

quaternion [11], quaternion based EKF [20] and two-step 

optimal filter design [21]. The parameters of comparison 

between each technique are complexity versus computation 

times, calculated angle and orientation accuracy and error 

estimation by the algorithm even though there were no 

direct comparisons between all techniques from previous 

study. 

  

D. Gesture recognition and classification algorithm 

Gesture recognition and classification algorithms are 

widely studied regardless of sensor-based or vision-based 

approaches. Classification technique can be divided into two 

categories; supervised and unsupervised classifier. 

Examples of the supervised classifiers are k-Nearest 

Neighbor (k-NN), Support Vector Machine (SVM), 

Gaussian Mixture Models (GMM), Naïve Bayes and 

Random Forest (RF). While some of the well-known 

unsupervised classification methods are k-Means, Gaussian 

mixture models (GMM) and Hidden Markov Model (HMM) 

[22].  

Commonly, before the classification process, some 

operations need to be performed such as pre-processing, 

segmentation, features extraction and features selection [2]. 

These operations are different based on each specific 

implementation and application. The pre-processing process 

is performed for noise rejection and sensors data 

synchronization purpose. While segmentation is important 

to extract the exact period during which each sign is 

performed. Through segmentation, we are able to extract 

features according to each segment of the input.  

The feature selection allows the user to carefully choose 

the most suitable feature subset for certain task from the 

extracted features. There are three main categories of feature 

selection methods; filter methods, wrapper methods and 

embedded methods [23]. The filter methods use general 

measurement metrics of a dataset to score a feature subset, 

instead of using the error rate of a predictive model. The 

wrapper methods generate scores for each feature subset 

based on specific predictive model which then will be 

performed a cross validation. The best subset will be 

selected based on the highest prediction performance. The 

embedded methods on the other hand, perform the feature 

subset selection in conjunction with the model construction. 

For more details of using feature selection methods, the 

reader is invited to consult some related works [37], [38]. 

Below, we review some of the notable recognition and 

classification methods that have been proposed by previous 

works [2, 3, 5, 24-26]. Since some of the classification 

methods have the advantage over another method, the 

combination of multiple classification methods are preferred 

rather than a standalone solution to compensate the 

weaknesses. 

The classification technique proposed by Zhang et al., 

2016, utilized HMM, dynamic time warping (DTW) and 

Neural network (NN) algorithm [24]. DTW algorithm is 

simple, required fewer samples, but the recognition rate of 

complex gesture is relatively low. HMM, on the other hand 

can identify complex gestures accurately, but the 

computation is more complex, and it needs large amount of 

training times. NN algorithm matching process is quicker, 

but it needs a lot of the training samples, and the algorithm 

is also complex. In this work, Zhang et al. established a 

bridge between HMM and DTW algorithms by converting 

“distance” of DTW algorithm to the “probability” of HMM 

algorithm using Closeness of Fuzzy Mathematics. Then, the 

general closeness degree of DTW is manipulated to 

represent the HMM parameters, while establishing the 

relationship of fuzzy closeness degree between DTW and 

HMM algorithm. The proposed combination of DTW and 

HMM has the advantage of being able to resolve the 

problems of computing complexity and large training, to 

obtain higher accuracy of hand gesture recognition for sign 

language application. 

Li et al. [5] on the other hand, provide an intuitive method 

on deciding the number of states before constructing HMM 

by using entropy-based K-means algorithm. Furthermore, 

instead of using Baum-Welch algorithm standalone, Li et al. 

adopted the artificial bee colony (ABC) algorithm in order 

to learn the structure of HMM and tune the transition 

probability matrix. ABC algorithm behaves like a bee 

swarm behavior in which it attempts to find the optimal 

solution. Basically, ABC defines three kinds of bee; the 

employed bee, the onlooker bee and the scout bee. Each bee 

represents the candidate solution of the optimization 

problem. At the initialization stage, we have to determine 

the population of bees including the upper and lower bound 

of the parameter values. After setting these parameters, we 

can calculate the fitness value of the initial bees and obtain 
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the selected probability of each bee according to the fitness 

value. The resulted fitness values of the bees can be 

enhanced by tuning the value of each bee. The selected 

probability obtained from the calculation is retained 

if the new solution generated by employed bee phase or 

onlooker bee phase is worse than the old one and renewed if 

better. The implementation of ABC-based HMM can further 

optimize the searching capability compare to traditional way 

of using Baum-Welch algorithm only to calculate HMM. 

This implementation was verified using 11 Taiwan Sign 

Language (TSL) words with 1100 data and an average 

recognition rate of 91.3 % has been achieved. 

A complementary approach based on the combination of 

two heterogeneous classifiers; the SVM and the HMM are 

proposed by Rossi et al., 2015 [25]. Even though SVM lacks 

the ability to model temporal dependencies, it can be 

successfully used to classify the gestures in steady states. In 

this work, SVN is utilized to search the optimal separation 

hyperplane between two classes. In case where the decision 

boundary is highly non-linear, SVM algorithm can map the 

predictor on a higher dimension space in order to separate 

the two classes of data. This kind of learning system is also 

widely known as Kernel Technique. The adoption of this 

hybrid classifier has the advantage of gaining higher 

accuracy of gesture recognition while lowering the 

computation complexity of HMM. This combination can 

achieve an increment of 12 % in the gesture classification 

accuracy with respect to the case where only SVM is used.  

Another implementation of HMM classifier is Parallel 

Hidden Markov Models (PaHMM) [3]. The PaHMM  used 

for modeling of sign language gestures is in accordance with 

sign language linguistics, taking into account the parallelism 

of elements of articulation indicated e.g. by Stokoe, 1960 

[26]. In this approach, PaHMM channels correspond to 

multiple sensors attached to the user’s hand where the 

gesture in each channel is modeled as a sequence of subunits. 

The training of each gesture model is done separately at 

each channel in parallel. As for recognition phase, it is 

performed at each channel by implementing token passing 

algorithm and an analysis of the N-best list that contains 

log-likelihood values (scores) acquired by each gesture 

model. Then, the fusion of all channels is performed using 

the weighted sum of normalized channel responses. The 

weight for different channels in this case are proportion to 

the recognition accuracy obtained by a single channel. In 

this work, Galka has proved the PaHMM implementation 

can reduce the equal error rate by more than 60%, while 

maintaining the accuracy at the same level with HMM [3]. 

Generally, it is usually difficult to determine which 

classifier is the most appropriate for a specific application. 

Thus, it is worth testing several algorithms before choosing 

the most suitable classifier for sign language recognition 

application for the study [2]. 

  

III. RESULTS 

 

Table 1 summarizes the comparison results in term of 

accuracy, F-score, recall and precision value of previous 

works. The results exhibit significant dependency on the test 

environment, experimental protocol differences, type of 

sensors used and the complexity of sign language gesture 

used during the experiments, thus, cannot be compared 

directly.  

However, as shown by Wu et al., among all classifiers 

used in the same test environment, SVM achieves the 

highest performance in accuracy, precision, recall and F-

score, while Naïve Bayes provides the lowest performance 

[2]. The further improvement could be seen after adding 

sEMG sensor for all classifiers. However, this will cause the 

increase of area and integration cost as well.  

The result obtained by Galka et al. shows the use of IMU 

sensors-only implementation can achieve extremely high 

accuracy [3]. In addition, the combination with PaHMM 

approach can lead to a better performance in comparison to 

normal HMM.  

This result is consistent with the result obtained by Li et al. 

[5] and Attal et al. [22] since both are using IMU-sensors 

only implementation for sign language recognition.  

The result obtained by Attal et al., shows that the 

supervised classification approaches are more accurate 

Table 1 

Comparison result of previous works 
 

Study Device structure 

Sensor 

fusion 
technique 

Classification technique 
Accuracy 

(%) 

F-score 

 (%) 

Recall 

(%) 

Precision 

(%) 

[2] 

sEMG with IMU 

sensors 
N/A 

Naïve Bayes 63.87 63.60 63.90 66.90 

DT 76.18 76.20 76.20 76.30 

NN 94.02 94.00 94.00 94.00 
SVM 96.16 96.70 96.70 96.70 

Only IMU sensors N/A 

Naïve Bayes 48.75 47.60 48.80 51.80 

DT 68.93 68.90 68.90 69.00 
NN 87.62 87.60 87.70 87.70 

SVM 92.29 92.30 92.30 92.30 

[3] 
5 3-axis accelerometer 
sensors at each finger, 

1 at hand and 1 at arm 

N/A 
HMM 99.75 98.56 98.50 98.61 

PaHMM 99.75 99.76 99.75 99.77 

[5] AHRS IMU sensors 
LP and 

Kalman filter 
PCA, entropy-based K-means and 

ABC-based HMM 
91.30 - - - 

[6] 
EMG and 9-axis IMU 

sensors 
N/A 

Feedforward networks with 
backpropagation training algorithm 

88.00 - - - 

[22] 9-axis IMU sensors N/A 

k-NN 96.53  ± 0.20 94.60 94.57 94.62 

RF 94.89  ± 0.57 82.87 82.28 83.46 
SVM 94.22  ± 0.28 90.66 90.98 90.33 

SLGMM 84.54  ± 0.30 69.94 69.99 69.88 

HMM 80.00  ± 2.10 67.67 65.02 66.15 
K-means 68.42  ± 5.05 49.89 48.67 48.55 

GMM 73.60  ± 2.32 57.68 57.54 58.82 
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compared to unsupervised approaches, yet the latter is more 

computationally efficient and do not require any labels [22]. 

The unsupervised classification techniques are able to 

directly create models from unlabeled data. 

 

IV. LIMITATION AND DISCUSSIONS 

 

There are many limitations of sensor-based approach in 

comparison to the vision-based approach. One of the 

obvious limitation is that, the sensor-based approach cannot 

capture the facial expression which is used in some sign 

language. This can undesirably limit the sign language 

vocabulary that can be performed by the user. Table 2 

summarizes some of the contributions and limitations from 

the previous research. 

 
Table 2 

Advantage and limitation 

 

Study Contribution Limitation 

[2] - Improve IMU sensors 

accuracy by using sEMG 

sensor 

- Not support analysis on 

both hands 

- Not tested for large number 
of signs 

[3] - Implement PaHMM to 

achieve lower equal error 
rate 

- The use of only 7 IMU 

sensors can reduce device 
complexity 

Not support analysis on both 

hands 

[5] - Implement ABC-Based 

HMM to improve 
recognition accuracy 

- Not support analysis on 

both hands 
- Need to set standard starting 

point for yaw 

 

As pointed out by Wu et al., the sensor-based approach is 

not yet tested for a large number of signs [2]. Thus, it may 

be challenging with wearable sensor-based approach to 

recognize such a large number of signs with a large size of 

database especially when using supervised classifiers. 

Other disadvantage of using sensor-based is the 

architecture of the wearable hand glove device itself. Since 

the use of multiple sensors attached on top of the glove 

connected to the main microcontroller by wiring may 

disturb the users when performing the sign language. 

Therefore, reducing the number of sensors use and proper 

wiring style can further improve this limitation, but in the 

same times affect the accuracy of sign language recognition. 

In terms of classification technique, as mentioned by Attal 

et al., the extracted and selected features can improve the 

classification accuracy at the expense of computation time 

that can be penalizing, in particular for real time 

applications [22]. However, as shown in the result, different 

classifiers applied to the same dataset have a potential to 

generate different decision boundaries, which are able to 

display different pattern. In this case, the merging of 

different classification techniques would acquire the 

complementary decisions and advance the accuracy level. 

In real life, both hands are necessary to perform sign 

language in a complete manner. However, current research 

and analysis for both hands are still limited since most of the 

previous works only focuses on the gesture performed by 

one hand, which limits the access to a wide range of sign 

language vocabulary. Some of the issues that can occur in 

both hands implementation is the synchronization of sensor 

data from both hands to convey a meaningful data. Since the 

sensor data sampling frequency is quite fast, the limitation 

can appear due to data transmission, which can result to 

unsynchronized data processing. Furthermore, in terms of 

device communication between both hands, it also requires 

highly consideration to minimize device complexity. 

Wireless might be a proper solution to connect sensors from 

both hands across our body, but this solution will suffer 

from a high battery consumption. 

For IMU sensor, yaw, pitch and roll are necessary to fully 

control the six degrees of freedom to imitate the human 

hand’s movement in real life. However, in case the yaw is 

used in the calculation, the user’s hand orientation also 

needs to be taken into consideration [5], since yaw is 

affected by magnetic force. Thus, a standard coordination 

system needs to be set in order to ensure that the collected 

data is consistent and based on the same coordination 

system every time. Another way around is to develop an 

auto re-calibration method to modify the yaw value 

according to user’s hand starting point which can simplify 

for end-user daily usage especially for non-techie users. 

 

V. CONCLUSION 

 

This paper has briefly discussed about the IMU sensor-

based approach for sign language recognition. There are 

three important research areas discussed in this paper, which 

are; device structure, IMU sensor calibration and fusion 

algorithm as well as the recognition and classification 

technique. This paper also discusses some of the remaining 

limitations in sensor-based approach which can be extended 

for future research. 
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