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Abstract—The recent growth of communications and 

multimedia applications had led to the requirement of mass 

storage space as well as efficient retrieval technique especially 

for multimedia data. In this paper, a novel approach for 

representing gray level image for data storage and image 

retrieval is proposed. The proposed approach used set 

enumeration tree data structures where only unique image 

pattern is stored in the image data structure. The overall 

structure involves two types of tree data structures; the first tree 

is low-level image pattern tree to store the unique gray level 

image pattern and the second tree is used to store the image path 

by referring to the first tree data structure. The low-level image 

pattern tree is predefined and will not expand throughout the 

image encoding process. The size of the second tree is gradually 

expanded as the result of addition of new image path during 

image encoding. Through unique image pattern encoding into a 

tree, there will be no redundant image features, thus leading to 

saving storing space. Caltech-101 gray level image datasets were 

used to test the proposed approach and the results showed that 

it could lead to saving storage space while provide promising 

performance in image retrieval. 

 

Index Terms—Image Compression; Retrieval; Set 

Enumeration Tree; Storage. 

 

I. INTRODUCTION 

 

The recent growth of communications and multimedia 

application had consumed lot of mass storage space and 

transmission bandwidth, thus resulting high demand of 

efficient storage and retrieval technique. The use of 

uncompressed image data as well as storage of similar image 

patterns leads to the requirement of more storage capacity and 

transmission bandwidth [1]. Thus, this has led to the 

introduction of image compression technology to reduce data 

redundancy in image as the demand of efficient data storage 

is raised [2]. Even though some of the image data are loss in 

certain image compression technology, image compression 

still gained great popularity due to the capability to produce 

smaller image files size [3, 4, 5, 6, 7]. Image compression can 

reduce the size of images, thus reducing the storage space and 

transmission cost. It is crucial to maintain the quality of 

images at the same time reducing image data size. Therefore, 

ways of retrieving high quality image in a reasonable amount 

of time and manageable size are a challenging task.  

The demand and requirement of efficient storage and 

retrieval technique for image is increased, but current 

techniques yield less than desirable results [8, 9]. To keep the 

image quality as original as possible, instead of compressing 

the image data solely, it might be better to change the 

representation of the image data for better storage and 

retrieval. In this study, a new approach to represent image is 

proposed. The new approach is to build a structured 

dictionary for image representation. The conjecture is to 

represent image using a new set enumeration tree data 

structures to provide better storage and retrieval.  

This paper will be focused on defining a new unique low-

level image pattern tree data structures based on gray level 

images. The low-level image pattern tree is defined as the 8-

bit gray level image that could take image value between 0 

and 255. The low-level image pattern tree size will be fixed 

and not expand throughout the image encoding and decoding 

processes. All possible combinations of low-level image 

patterns are included in the set enumeration tree data 

structures. There will be another set enumeration tree data 

structures to store image path that associates with the low-

level image pattern tree. The image tree data are stored in 

unique hierarchical structure, thus there will be no redundant 

image pattern stored in the new image data structures. By 

using this arrangement, it is hoped that it can reduce 

inefficient searching and retrieval process that normally 

caused in traditional image storage where repeated patterns 

are stored. Image retrieval is achieved by simply searching 

the image tree according to the defined image path.  

The paper is structured as follows: Section II presents 

related works while Section III describes the proposed 

approach. Section IV presents the results and discussion. 

Finally, conclusions are drawn in Section V. 

 

II. RELATED WORKS 

 

There are many ways of representing image information to 

ensure efficient image storage and retrieval. Sivic and 

Zisserman [10] presented an idea of representing images the 

same way as representing text document, i.e. an image is 

represented by as set of local features called visual word. 

Similar to text retrieval approach called Bag-of-Words 

(BoW) [11], where each document is represented by a vector 

of occurrence frequency of the words contains in the 

document. The vector representing the document will be 

organized as inverted files [12]. Thus, efficient object 

retrieval from an image is possible by searching relevant 

visual words.  

Graph is also used to represent an image relationship. An 

image is segmented into objects and the relationship between 

objects is identified. This approach preferable in medical 

images. Kumar et al. [13] represented a new relational graph-

based algorithm to retrieve co-aligned multi-modality 

positron emission tomography (PET) and computed 

tomography (CT) images. Gao et al. [14] proposed the 
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weighted graphs to represent optical coherence tomography 

(OCT) images for both 2D and 3D images. Grauman and 

Darrell [15] introduced a pyramid match kernel 

representation that mapped a set of features to multi 

resolution image histogram that is robust to image clutter for 

object recognition. This method is further improved by 

dividing images and compute histogram repeatedly for 

recognizing natural scene in [16].  

There are many ways of storing image information 

hierarchically such as using tree data structures. Tree-based 

index represents the data space of images to form a 

hierarchical tree structure. The non-leaf nodes act as directory 

nodes that storing the information of data space, and the leaf 

nodes storing the information that need to be indexed. The 

well-known tree-based index is KD-tree [17], R-tree [18], M-

tree [19] and B-tree [20].  

Quadtree representation [21] is a tree data structure where 

the image divided into four equal sized quadrants. If the 

quadrants array not entirely ‘1’ or entirely ‘0’, it will be 

divided again until entirely ‘1’ or entirely ‘0’ obtained. 

Tassos and John [22] use quadtree data structures to divide 

image into variable size and thus can efficiently deal with 

different image information.  

Rymon [23] introduced Set Enumeration tree (SE-tree) to 

provide a unified search based framework in solving 

problems where the search space is a subset of the power set, 

i.e. induces a complete irredundant search technique. SE-tree 

is simple to use with no redundant data representation. Since 

its introduction, the SE-tree has been preferred in the field of 

associative rule mining. Guil and Marin [24] had extended the 

SE-tree to Temporal Set Enumeration Tree (TSET) extension 

to mine frequent event-based sequences data. In this paper, 

we sought to use SE-tree to create a low-level image pattern 

tree for image representation.  

 

III. SE-TREE BASED IMAGE REPRESENTATION 

 

This section presents the proposed image representation 

structure using SE-tree based data structure. With this new 

approach, image will be stored in a SE-tree based data 

structure. With this format, there will be no redundant image 

pattern stored, thus anticipated saving storage space. Only the 

unique image pattern and image pattern path will be stored 

into the SE-tree based data structure.  

In this current implementation, a 1x4 image resolution will 

be used as the low-level image pattern. With this, the 

combination of image pattern in each level can be kept to the 

smallest as possible and thus reduce the complexity of 

searching the SE-tree image data structure.  

 

A. Set Enumeration Tree 

A Set Enumeration tree (SE-tree) structure [23] is a 

powerful tool for storing and manipulating all kind of data. It 

has been used across many disciplines for storing and 

analyzing data. This approach will use two different SE-tree 

data structure to store image patterns. The first low-level 

image pattern SE-tree data structure is based on the SE-tree. 

The expansions of tree depend to a finite set formed by the 

elements in the first level, see example in Figure 1. Parent 

nodes link to child nodes to become a new image pattern. As 

can be seen in Figure 1, the parent node “a” hold three child, 

parent node “a” link to child node “b” to become a new image 

pattern “ab”. The last parent node will not have a child node. 

This condition could occur as all possible combination of 

image patterns had occurred before the last parent node. 

 

 
 

Figure 1: Example of Set Enumeration Tree structure 

 

In the current implementation, the SE-tree based image 

data structure will have 4 levels. Each node will represent 

image pattern values of 1x4 resolution. The SE-tree level 1 

(parent node) consists of the entire basic images values (Gray 

level value 0 until 255). The next level will be created 

following the SE-tree structure, as the tree expand the child 

nodes will get lesser until the last parent node not holding a 

child node anymore. This happens as possible combinations 

image pattern had occurred previously, see example in Figure 

2. The combinations of 4 level nodes image value will create 

a 1x4 low-level image pattern. 

 

 
 

Figure 2: Example of SE-tree image data structure. 

 

B. Image Path Tree 

Each of 1x4 low level image pattern can create multiple 

combinations image pattern. Table 1 illustrates an example of 

one image pattern (i.e. gray level value 5, 8, 13, 10) where 

many combinations of image patterns can be created simply 

by changing the arrangement of the image gray level values. 

The first tree data structures will only keep the low-level 

image pattern (i.e. gray level value 5, 8, 13, 10) and the image 

path will be stored in another SE-tree based data structure. 
 

Table 1  

Example of combinations of image patterns 
 

Low-level image 

pattern 
Possible combinations Image Path 

[ 5,8,13,10] [5,13,8,10] [5_1,3,3,2] 

 [5,10,8,13] [5_2,3,3,3] 

 [8,13,5,10] [5_3,3,1,2] 
 [13,8,10,5] [5_3,3,2,1] 

 

The second tree data structures will store image path 

associates with low-level image pattern. The second SE-tree 

data structure consists of many combinations image path 

referring to low-level image pattern. As can be observed in 

Figure 3, each sub-tree will hold different number of image 

path that associates with low-level image pattern. 
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Figure 3: Example of SE-tree image pattern representation. 
 

C. Tree-like Data Structure Algorithm 

Before image encoding process starts, a low-level image 

pattern is created. The SE-tree image data structures expand 

with the images values [0 until 255] following the rule of set 

enumeration tree structures until no more image patterns is to 

be stored. During image decoding process, i.e. image 

retrieval, the final SE-tree will be used. 

The process of encoding the SE-tree image data structure is 

as follows. Firstly, an image M is partitioned into a square of 

16x16 image pattern blocks. The image pattern blocks may 

consist of redundant image pattern blocks. A validation 

process is performed to remove duplicate image pattern 

block. This is why the number of unique image pattern is 

different for image pattern blocks, as the number of duplicate 

image pattern removed are different. Next, a unique 1x4 

image patterns will be extracted from 16x16 image pattern 

blocks. This 1x4 image patterns will go through the low-level 

image patterns tree to retrieve an image path. Each 16x16 

image block will be assigned an image path. Each block will 

use image path go through the image path tree searching for 

a match, if image path is not existed in the image path tree, 

new path will be added into image path tree. Table 2 shows 

the encoding algorithm of image into a SE-tree image data 

structure. 
 

Table 2 
The encoding algorithm 

 

Algorithm 1: Encoding  

INPUT  Image M, 

STEP 1  Partition image M into N blocks of 16x16 images 

called image pattern blocks. Then, remove 

redundant image pattern. 

STEP 2  A unique 1x4 binary image patterns will be 

extracted from image pattern blocks.  

STEP 3 Matching each image pattern to the low-level 

image tree. The search results return image path. 

STEP 4  Go to STEP 2 until N blocks of image block 

matched. 

A list of image path is retrieved. 

STEP 5 Validate image path. If image path is not existed, 

then add image path into image path tree. 

OUTPUT  Image path tree updated. 

 

D. Euclidean Distance 

To retrieve similar images from the SE-tree image data 

structure, Euclidean distance is defined (i.e. Equation 1) to 

measure the difference between the query image patterns with 

the image patterns stored in the SE-tree data structures. To 

simplify the computation process, each image pattern’s 

frequency of occurrence has been normalized into the range 

of [0, 1]. 

 

𝑑𝑥,𝑦 = √∑(𝑥𝑛 − 𝑦𝑛)
2

𝑁

𝑛=1

 (1) 

 

where x is query image, y is y= SE-tree image data structure 

and N is the total number of image patterns. 

 

IV. RESULT AND DISCUSSION 

 

In this section, the performance of the proposed approaches 

is tested on the Caltech-101 datasets [25]. This dataset 

contains 101 categories image and there are 40 to 800 images 

per image category. Each image has different image size, as 

to simplify the computation and standardize it throughout the 

experiment, all the images in datasets were resized into 

256x256 image resolution. A total of 9144 images had gone 

through the encoding process to be stored in the SE-tree based 

image data structure. 

Figure 4 shows the comparison between the total size of 

image storage between original image and image stored in 

SE-tree based image data structure. The size of the image path 

tree increased as new image path are added in into image path 

tree. At 2000 images, the tree size had increased around 38% 

compared to 1000 images. From 2000 images to 3000 images, 

the tree size had increased around 19%. However from 3000 

images to 4000 images the tree size had increased around 

23% which is higher increment compared to previous. This 

mostly due to the lesser redundant image path are found, thus 

many new image paths are added into the tree. The image path 

tree grows slowly as the number of image increase. Starting 

7000 image upwards the tree grows slowly, the tree size only 

increase below 10%. It can be seen that an incremental of the 

image path tree size is less consistent. This is the result of 

certain image contains less redundant image pattern as 

compared with others. Thus leading the tree size didn’t grow 

steadily as compared with the original image size which will 

continue to grow as the number increases.  

 

 
 

Figure 4: Total size of image path tree for 9144 images. 
 

Figure 5 shown the top ranking of similar images retrieved 

based on the given query images. In this experiment, only 10 

categories were selected to go through image retrieval testing 

process. The image retrieval process is based on similarity of 

image pattern stored in SE-tree based image data structure. It 

can be observed that when the background of the object used 

different gray level value, it will result in different image 

pattern been created. Therefore, the image will not be 

considered as similar images. As seen in Figure 5, image 

category number 10 only able to retrieve 2 similar images as 

the other image in the category have different background 

gray level environment and the object size also differs a lot. 
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However, for image category number 2 and image category 

number 3, similar images with different background gray 

level environment is still able to be retrieved when the object 

(brain/cup) size are similar and the object have strong features 

compared to the other images. All the query images are able 

to retrieve the exact same image. However, the similar images 

retrieved is not relevant when the image background and 

object size are too much different. These results are obtained 

due to the predefined size of the image resolution used is too 

small.  

 

 
 

Figure 5: Top 5 similar images retrieved for 10 query images from different 
image categories 

 

Table 3  
Precision and recall for 10 query images 

 

Query Images Precision (%) Recall (%) 

1 60.73 49.5 
2 58.31 49.5 

3 65.31 55.5 

4 37.31 27.5 
5 61.60 51.5 

6 41.46 28.5 

7 57.86 45 
8 41.46 28.5 

9 50.22 37.0 

10 30.38 23.5 
Average 50.47 39.6 

 

V. CONCLUSIONS 

 

In this paper, a new approach is introduced to represent 

gray level image in a SE-tree image data structure so that 

storage, indexing and retrieval are facilitated. In general, the 

overall structure of the approaches is performed in three 

steps. First, a list of low-level image pattern is defined. Next, 

the unique low-level image patterns will be searched and 

stored into a SE-tree image data structure. Finally, the SE-tree 

data structure will act as image dictionary for getting image 

path. Experimental results showed that the proposed 

approaches could significantly reduce image storage size. 

However, this approach still needs improvement to provide 

more promising approach in retrieving similar objects from 

the image data.  
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