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Abstract— Active Queue Management (AQM) is scheme to 

handle network congestion before it happened by deciding 

which packet has to be dropped, when to drop it, and through 

which port have to drop when it has become or is becoming 

congested. Furthermore, AQM schemes such as Random Early 

Detection (RED), Random Early Marking (REM), Adaptive 

Virtual Queue (AVQ), and Controlled Delay (CoDel) have been 

proposed to maintain fairness when unresponsive constant bit 

rate UDP flows share a bottleneck link with responsive TCP 

traffic. However, the performance of these fair AQM schemes 

need more investigation especially evaluation in WLANs 

environment. This paper provides an experimental evaluation 

of different AQM schemes in WLAN environment with 

presence of two different types of flows (TCP flows and UDP 

flows) to study the behavior of these AQM schemes which 

might punish some flows unfairly. The simulation method has 

conducted in this paper by using Network Simulation 2 (ns-2) 

with the topology of bottleneck scenario. The result has shown 

that REM and AVQ both obtain higher fairness value than 

RED and Codel. However, CoDel has given the lowest fairness 

comparing with RED scheme which have given a moderated 

value in terms of fairness in WLANs environment. Besides, 

AQM schemes must be chosen not only based on its 

performance or capability to indicate the congestion and 

recovering overflow situation but also considering fairness with 

different types of flows and the environment as well, such as 

WLANs environment. 

 

Index Terms— Experimental Evaluation; Congestion 

Control, WLANs. 

 

I. INTRODUCTION 

 

The presence of unresponsive flows in the Internet leads 

to the problem of unfairness [1]. Responsive flows back off 

by reducing their sending rate on detecting congestion while 

unresponsive flows keep on injecting packets into the 

network incessantly. Whenever responsive and unresponsive 

flows compete in a best-effort network, unresponsive flows 

aggressively grab a larger share of bandwidth, thereby 

depriving the responsive flows of their fair bandwidth share. 

In response to these problem, there has been a long 

history, dating back to [2], of realizing that routers play a 

significant role in fair bandwidth allocation. The technical 

report by Floyd and Fall [3] is, however, the first one to 

extensively demonstrate the danger of unfairness due to 

unresponsive flows. They also argue that the incentives for 

cooperative behavior can only come from the network itself, 

and therefore, routers inevitably need to deploy mechanisms 

to provide an incentive structure for applications to use end-

to-end congestion control. The report also proposes AQM 

based techniques for identifying and restricting 

unresponsive flows. Since then, a number of fairness-driven 

queue management schemes have been proposed to shield 

responsive flows and to regulate unresponsive and 

aggressive flows. 

Active Queue Management is scheme to indicate the 

congestion in advance before it happens besides overcome 

the full buffer situation by dropping or marking the packets 

[4]. AQM has three main mechanisms: (1) congestion 

indicator, (2) control function and (3) feedback mechanism 

[5]–[9]. The congestion indicator detects when the 

congestion occurs or near to occur whereas control function 

decides what have to be done when the congestions has been 

indicated, where the feedback mechanism is the signal that 

will be sent to notify the sources about the congestions 

states in order to reduce the sources sending rates. Fairness 

is one of the earlier goals of AQM while the main concept 

behind fairness in AQM is to provide an equal share of 

queue between different type of flows. A variant AQM 

schemes has been proposed to tackle fairness issue and 

many mechanisms have been designed to provide fair 

bandwidth share among different types of flows. 

Wireless Local Area Network (WLAN) was introduced in 

response to the increasing demand of low cost, fast and 

simple to set up, and use technology in comparison with the 

previous generation of products. For accommodating these 

demands, WLAN gained increased interest from a 

communication trade perspective, and its importance was 

highlighted in providing easy wireless Internet access in 

public areas, such as libraries, airport halls, restaurants, and 

convention centers. The recent emerged standards of IEEE 

802.11 and their added functionalities for satisfying the vast 

range of upcoming service requirements have been 

discussed by [10]. 

The fundamental access method in the IEEE 802.11 

protocol is the Distributed Coordination Function (DCF) 

designed based on Carrier-Sense Multiple Access/Collision 

Avoidance (CSMA/CA) to procure equal opportunity for 

each competing wireless station to access the channel. 

However, the basic CSMA/CA method cannot guarantee 

fair resource allocation between wireless nodes with 

different features and may lead to an unfairness problem, 

known as Performance Anomaly of IEEE 802.11b. When 

there are stations with different data rates in the same 

wireless cell, the higher data rate station defers its frame 

transmission longer than that of the lower data rate station. 
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Consequently, the throughput of all stations transmitting at a 

high transmission rate is degraded to the level of the lower 

transmission rate [10]. 

The key question considered in this paper is therefore 

whether these fair AQM mechanisms actually provide 

fairness when multiple responsive flows compete with 

unresponsive traffic in WLANs environment. Therefore, this 

paper is to allocate a fair proportion of throughput among 

TCP flows coming from competing stations with different 

channel conditions. In order to provide per-rate fairness, we 

set the window size and packet size of the flows according 

to the available space of the Access Point (AP) buffer in 

IEEE 802.11 WLAN infrastructure. 

In the next section of this paper we recall some previous 

surveys and studies conducted on congestion control and 

AQM. There we also outline the contribution this paper 

attempts to bring to the research community. In Section III 

we discussed variant AQM schemes that attempted to 

improve fairness in the networks. The performance 

evaluation and analysis is discussed in Section IV including 

the simulation settings and result discussion. Finally, 

conclusions are provided in Section V. 

 

II. RELATED WORKS 

 

There have been a number of studies on queue 

management (see, e.g., [6], [11]–[14]), which are either 

generic surveys and/or taxonomies of AQM schemes, and/or 

present simulation based comparative analyses of various 

AQM schemes. These studies, however, are not entirely 

focused on the problem of unfairness. In order to put the 

work in this paper in context, this section highlights only 

those very few closely related surveys that focus on the 

problem of unfairness and provide an in-depth review of 

only “fairness-driven” queue management schemes. 

To the best of our knowledge, the first survey on the 

fairness-driven schemes was conducted in 2001 by 

Hasegawa and Murata [15]. The paper surveys several 

approaches including but not limited to queue management 

schemes. The paper first describes per-flow scheduling 

approaches and RED variants, which existed up to that time 

for enforcing fairness. Fair queuing (FQ) [16] and its 

variants are discussed under the per-flow scheduling; 

whereas, Flow Random Early Detection (FRED) [17], and 

Stabilized RED (SRED) [18] are discussed as the RED 

variants. The paper also investigates the fair-share of 

resources at end-systems. 

The first survey dedicated in particular to fairness-driven 

queue management was conducted in 2004 by Chatranon et 

al. [19]. The taxonomy proposed by the authors divides the 

queue management schemes proposed until that time into 

two categories: (i) those requiring full per-flow state and (ii) 

those not requiring full per-flow state. The latter category is 

further divided into two subcategories: (ii-a) schemes based 

on the estimation of the number of active flows, and (ii-b) 

schemes that are not based on the estimation of the number 

of active flows. The survey includes the description and 

qualitative comparison for all the schemes. A quantitative 

comparison is also included in the survey to demonstrate the 

pros and cons of only those schemes that do not require full 

per-flow state information. The paper also describes various 

techniques for estimating the number of active flows 

traversing a router. 

Another study by Chatranon et al. [20] provides the 

evaluation of fairness of various queue management 

schemes in presence of a number of TCP variants. The 

queue management schemes evaluated are Drop-tail, RED, 

CHOKe [21], CARE [22], and BLACK [23] modified with 

an improved technique to estimate the number of active 

flows. 

Adamczyk and Chydzi´naski [24] have presented a 

simulation based comparative performance analysis. The 

paper studies the impact of seven TCP variants on the 

performance of seven fairness-driven queue management 

schemes, including Drop-tail, RED, FRED, CHOKe, and 

CARE. Particularly, the fairness index, throughput and 

queue size are analyzed. More recently, Doma´nski et al. 

[25] have also presented simulation based comparative 

analysis of CHOKe with four of its enhanced variants. The 

paper also presents comparisons in a real network operation. 

Since 1998, RFC 2309 [26] has been approved by ITEF 

which is stated the recommendation on queue management 

and congestion avoidance in the Internet. It’s strongly 

recommended that AQM should avoid the lock-out 

phenomena which happens in the router when few flows 

monopolize all the queue space, preventing other 

connections from getting room in the queue. This 

phenomenon is one of the main reasons for the unfairness. 

During decades AQM has been an elegant and a promising 

technology that have been taken extensive discussion and 

debate in IETF meetings until the last RFC 7567 which has 

been published in July 2015 that stated the latest IETF 

recommendation regarding AQM. RFC 7567 [27] is clearly 

stated the presence of lock-out issue and has suggested the 

researchers to investigate deeply in the issue of unfairness. 

A lot of research has been dedicated to developing queue 

management schemes for identifying and restricting 

unresponsive flows. Recently, there has been a renewed 

interest [27] at the IETF to re-emphasize the need for a 

concerted effort of research, measurement, and ultimate 

deployment of queue management schemes for protecting 

the Internet from unresponsive flows. To that end, this paper 

presents an experimental evaluation and a literature review 

of the fairness-driven queue management research from the 

pioneering proposal to most recent schemes, including the 

taxonomy of these schemes, their strengths and weaknesses, 

open issues and design guidelines. There is a lack of such a 

comprehensive recent survey on fairness-driven queue 

management, as indicated in the previous subsection. 

To provide the reader a more complete perspective on 

fairness-driven queue management research, we have 

elaborated on the concepts of resource sharing and 

congestion control, on fundamentals of queue management, 

and on the notion of fairness. The remainder of this paper 

reviews eminent queue management schemes developed to 

address the unfairness problem and describes their strengths 

and weaknesses. We present a comparison and our analysis 

of these fairness-driven schemes, discuss open issues, and 

provide guidelines for future research in this area. 

 

III. FAIRNESS IN AQM SCHEMES 

 

Queue Management is a process to overcome the 

congestion before it happened by deciding which packet has 

to be dropped, when to drop it, when it has become or is 

becoming congested [28]. Simplicity in implementation is 

one of the properties for the queue management algorithm 
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that make the implementation as simple as applying First-In-

First-Out (FIFO) queuing for all the flows or maintaining 

pre-flow state [29]. 

Fairness is one of the earlier goals of AQM while the 

main concept behind fairness in AQM is to provide an equal 

share of queue between different types of flows. However, 

it’s hard for AQM to differentiate between flows without 

any supporting information to define the flows type whether 

responsive, unresponsive, or short flows. Therefore, AQM 

with per-flow information has given a better result than no 

per-flow information AQM. Even though, keeping the 

buffer occupancy equal for each flow individually does not 

mean the output rate from the buffer will be equal [30]–[32]. 

The recommended way to guarantee fairness among 

multiple flows is by combining scheduling algorithms with 

AQM algorithms as suggested in [32]–[35]. But, the main 

difficulty behind this combination is a conflict between 

AQM algorithms objectives and scheduling algorithms 

objectives, since the AQM algorithms tries to keep the 

queue as short as possible, whereas scheduling algorithms 

required longer queues to gain more efficiency [36]. As 

concluded by [37], the rate-based AQM algorithms have 

stronger effect on fairness and QoS than scheduling 

algorithms. Many AQMs have been proposed with respect 

to fairness such as Fair RED (FRED) [17], Short-lived Flow 

Friendly RED (SHRED) [38], CHOKe [21], GREEN [39], 

Stochastic Fair BLUE (SFB) [40], and BLACK [23]. 

 

A. Random Early Detection (RED) 

RED is the first formal AQM that have been proposed to 

be deployed instead of Droptail queue algorithm in TCP/IP 

networks  [48]–[50]. RED is a queue-based AQM with no 

per-flow information that provide the network with a 

congestion avoidance mechanism, and RED can be 

considered under heuristic design which uses statistical 

probability packet drop when queue length reached a 

specific threshold value [44]–[46]. Besides of congestion 

avoidance and control, RED has been designed to achieve 

fairness among different bursty flows [47], [48], minimize 

queueing delay by controlling the queue lengths in low 

values [56], preventing the interconnection between global 

synchronization and packet dropping  [57], [58], reduce the 

packet loss, and achieve high link utilization [51]. RED will 

be discussed and explained precisely due to its importance 

in this research study because it was the foundation to 

design many newer AQM schemes and was the most studied 

algorithms in the AQM researches so far as stated in [60]. 

RED uses Exponential Weighted Moving Average 

(EWMA) [54]–[57] for the queue length as congestion 

indicator and calculating congestion level at the queue. This 

average will be updated every packet arrival and estimated 

the actual queue length [46] and it can be calculated as: 

 

𝑞̅(𝑡𝑖+1) = (1 − 𝑤𝑞)𝑞̅(𝑡𝑖) + 𝑤𝑞𝑞(𝑡𝑖+1)  (1) 

  

where q(t) is instantaneous queue length at time t, 𝑞̅(𝑡) is 

average queue length at time t, 𝑤𝑞 is EWMA queue weight, 

and 𝑡𝑖 is arrival time of the i packet. 

EWMA (wq) is a static parameter that have to be 

configured accurately. Beside that RED has three other 

parameters that used for RED control function which are: 

minimum threshold minth, maximum threshold maxth, and 

maximum non-congestion probability Pmax. If the average 

queue length is below the minth the RED will work 

normally without any changes, but if it increased between 

minth and maxth the RED starts to drop incoming packets 

strained by proportional probability function to reduce 

average queue length. When the average queue length 

increase above the maxth, RED will drop all incoming 

packets without any exception as shown in Figure 1 [57]–

[59]. The RED control function can be expressed 

mathematically as: 

 

𝑝(𝑞̅) = {

0                                            0 ≤ 𝑞̅ ≤ 𝑚𝑖𝑛𝑡ℎ
𝑞̅−𝑚𝑖𝑛𝑡ℎ

𝑚𝑎𝑥𝑡ℎ−𝑚𝑖𝑛𝑡ℎ
𝑃𝑚𝑎𝑥                   𝑚𝑖𝑛𝑡ℎ ≤ 𝑞̅ ≤ 𝑚𝑎𝑥𝑡ℎ 

1                                                  𝑞̅ ≥ 𝑚𝑎𝑥𝑡ℎ

 (2) 

 

where p is packet dropping probability and pmax is 

maximum un-congestion probability of dropping at the 

maxth. 
Figure 1: RED Control Function 

 

RED, besides its importance, has many drawbacks. One 

of the major problems that RED suffer from is the parameter 

tuning  [67], [68]. Whereas, RED have four important 

parameters which would be very sensitive depending on 

network conditions. Therefore, a set of parameters values 

might work perfectly with certain network load and delay 

but imperfect for a next load and delay which is not 

desirable due to Internet rapidly changing characteristic 

[69], [70]. Another huge problem with RED is using queue 

length as a performance measure and congestion indicator at 

the same time, this coupling has big deterioration in RED 

performance with increasing of traffic load in term of 

throughput and delay [71]. According to [38], when the 

number of flows increase, the marking probability should 

increase, but in RED case this means the queue length 

should be increased as well however it’s still same at fixed 

value regardless increasing of the flows which will leads to 

instability. Thus, RED does not differentiate between 

different types of flows or TCP flows with different RTT 

which will penalize the stability as well. As mentioned in 

[66], the packet dropping probability in RED does not 

guarantee fair bandwidth share among the flows because 

RED will drop all incoming packets in same probability 

regardless of the number or type of flows, that will cause a 

higher packet loss for high sending rate flows as same as 

short-live flows even it does not reach its fair share of the 

bandwidth. 

 

B. Fair RED (FRED) 

FRED can easily define as RED with per-flow 

information state. This algorithm has been developed to 
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overcome RED unfairness problem [73]. FRED has added 

two parameters which are minq and maxq to represent 

minimum and maximum packets that allowed to enter the 

queue for each flow. If the flow’s buffer occupancy 

(represented by qlen) less than minq and the average queue 

length below maxth, the flow will not suffer from any loss. A 

flow will experience packet drop when its buffer occupancy 

qlen exceeds maxq or the average queue length becomes 

greater than maxth which is same as RED dropping policy. 

minq adjusted dynamically with the global variable avgcq 

which is the average per-flow queue length and can be 

calculated by dividing the average queue length with 

number of flows. FRED counts how many times maxq has 

been exceeded and keep the value in parameter called strike 

for each flow. The flow is not allowed to exceed its avgcq 

when it has higher strike value comparing with other flows, 

thus penalizing unresponsive flows from using up most of 

the queue space [17], [68].  

FRED suffers from several drawbacks. According to [38] 

and [69], FRED cannot guarantee fairness in most cases and 

scenarios, however it is fairer than the RED. On the other 

hand, FRED has limited number of flows because of the 

queue size is limited, and needs large buffer space to 

sufficiently interpret unresponsive flows. It should be noted 

that FRED is memoryless, so that unresponsive flows will 

be considered as responsive once its packets cleared from 

the buffer, limiting its stability. 

 

C. Stochastic Fair BLUE (SFB) 

SFB is an enhancement to the BLUE algorithm in terms 

of fairness [75], [76]. SFB is per-flow information algorithm 

that uses multi-level L hash table with N number of bins in 

each table. Each bin assigned to certain flow and counts how 

many times that flow has been hashed, associated with each 

bin is dropping or marking probability Pm. For each L table 

there are independent hash function which assigned a bin for 

each flow based on the flow ID (which contains its source 

address, destination address, source port, destination port, 

protocol). Each packet will be hashed on its arrival, that will 

increase its occupancy bin and that will increase the Pm 

associated with that bin, vice versa. The flow with high 

transmission rate would increase its Pm value from 0 to 1 in 

all of its bins of L tables. Thus, this flow will be considered 

as non-responsive flow and its rate should be penalized as 

shown in Figure 2. 

 

The novelty behind SFB scheme is to protect responsive 

flows by penalizing non-responsive flows and limiting their 

rate with their fair share, it is differentiating between 

responsive and non-responsive flows by using bloom filter 

with multi-level hash function. The main disadvantage for 

SFB is misclassification, it has been approved by [70] that 

responsive flows may occupy some bins associated with 

non-responsive ones which will cause penalizing responsive 

flows as well. Thus, the concept of fairness and stability will 

be punished in the network. Nonetheless, since SFB 

congestion indicator mechanism independent with queue 

occupancy, some of non-responsive flows will be penalized 

even there is empty buffer space available. 

 

 
 

Figure 2: Multi-Level Hash Table in SFB  

 

D. BLACK 

The main idea behind BLACK (from BLACKlisting 

unresponsive flows) scheme is to control high bandwidth 

unresponsive flows with different types of flows to achieve 

fairness [23]. BLACK uses buffer occupancy fraction and 

bandwidth share as congestion indicator at the link. Based 

on FIFO queue concept, if the AQM scheme allocates the 

buffer among all the flows equally, fairness can be achieved 

at the link bandwidth. BLACK uses limited state 

information and sampling technique to estimate buffer 

occupancy fraction of only the large queue. To differentiate 

between flows, BLACK uses cache memory (HBF cache 

memory - from High Bandwidth Flows) to capture the flow 

ID for all the flows that occupied the queue. Upon each 

packet arrives to the queue, BLACK record this packet in 

the HBF cache memory. Whenever, the queue length 

exceeded the certain threshold, the packet will be randomly 

picked from the queue and compered its ID with the ID of 

the incoming packet. If these two packets have same ID then 

the ID will be recorded in HBF cache memory and change 

its “Hit” value to one (1). But if the ID not same then it will 

be recorded in the memory and keep sampling. After m 

sampling, the Hit Fraction for the flow, which is responsible 

for estimating the buffer occupancy of that flow, can be 

calculated by dividing Hit value with m. The flow with 

higher Hit Fraction will be considered as high bandwidth 

flow and it will be dropped according to probability 

function, which can be calculated as: 

𝑝𝑖̂ =
𝐻𝑖̅̅ ̅−

1

𝑁𝑎𝑐𝑡

(
1

𝑁𝑎𝑐𝑡
)

   (3) 

 

where 𝐻𝑖
̅̅ ̅ =

𝐻𝑖𝑡𝑖+𝐻𝑖𝑚

𝑚́−𝑚
, 𝐻𝑖  is hit fraction for i flow equal to  

𝐻𝑖𝑡𝑖

𝑚
, 𝐻𝑖𝑡𝑖  is the number of hits at the sampling time, 𝑚 is the 

number of samples taken so far, 𝑁𝑎𝑐𝑡  is the estimate of the 

number of active flows, and 𝑝𝑖̂ is the dropping probability. 

This dropping probability will be scaled based on RED 

congestion avoidance as: 

 

𝑝𝑓𝑖𝑛𝑎𝑙,𝑖 = 𝑝𝑖̂×
𝑞̅−𝑚𝑖𝑛𝑡ℎ

𝑚𝑎𝑥𝑡ℎ−𝑚𝑖𝑛𝑡ℎ
  (4) 

 

So that, the flows, that do not have any record in HBF 

cache memory, will be controlled totally by RED. When the 

high bandwidth flows will remain at HBF cache memory 
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and penalized regarding how much greater than the fair 

share they occupied. 

BLACK has been proved to perform fairly not only in 

high bandwidth unresponsive flows scenarios but also in 

scenarios with different TCP types and RTTs are competing 

in the link bandwidth [20]. The main drawback in the 

BLACK scheme is it’s not accurate to estimate the number 

of flows in most cases such as when the queue size is not 

large compared with high bandwidth and delay applications, 

or when traffic transmission rate of the flows is very 

different. In addition, BLACK act like RED in some cases, 

as mentioned before, in that case BLACK will have same 

drawbacks as RED such as each packet arrival checking and 

probability function. 

 

E. Adaptive Virtual Queue (AVQ) 

AVQ  [44] is a rate-based AQM that maintains arrival 

rate at a targeted utilization [77]–[79]. AVQ has been 

designed based on Kelly et al. [75] optimization approach 

by Kunniyur and Srikant in 2004 [44]. The probability 

function of AVQ has derived from M/M/1/B loss probability 

(see [76]) which is 𝒫𝑙(𝑐𝑙 , 𝒴𝑙) =
(1−𝜌)𝜌𝐵

1−𝜌𝐵+1  where 𝜌 =
𝒴𝑙

𝑐𝑙
 is link 

utilization, and B is the buffer limit. In this loss probability, 

B, link capacity (cl), and arrival rate (𝒴𝑙) are scaled by K 

factor and take the limit as 𝐾 → ∞, so the probability will be 

𝜌𝑙(𝑐𝑙 , 𝒴𝑙) =
(𝒴𝑙−𝑐𝑙)+

𝒴𝑙
 where [𝑧]+ = max (0, 𝑧). 

AVQ adapts a virtual queue with link capacity less than 

the physical link capacity that connected in the real queue 

[77]. The packet will be marked when the arrival rate to the 

queue exceeds the virtual capacity [76]. The actual number 

of the flows should be known by the queue in order to 

compute a virtual capacity and that will satisfy the 

probability function. This computation should occur when 

the network load is changing because the number of the 

flows is varying in time. However, the link capacity of 

virtual queue is calculated by differential equation to make 

the computation independent for each number of links, the 

differential equation is: 

 

𝐶̃(𝑡) = 𝛼(𝛾𝐶 − 𝒴(𝑡))   (5) 

 

where 𝐶̃ is the link capacity in the virtual queue, 𝐶 is the 

link capacity in the real queue, and 𝒴(𝑡) is the arrival rate to 

the system. 

𝛼 and 𝛾 are AVQ parameters. 𝛾 is the desired link 

utilization whereas 𝛼 is smoothing parameter [44] or step-

size as mentioned in [76]. 𝛼 considered as a key design issue 

for AVQ because it determines the adaption speed of the 

virtual link capacity, whereas 𝛾 represent how the system 

robust with presence of short-live flows [74]. As stated by 

[44], the stability of the system can be determined by both 𝛼 

and 𝛾. It can be easily seen from the Eq (8) that AVQ tries 

to match the arrival rate with the link capacity of the virtual 

queue to achieve the desired utilization [66]. 

The size of real queue and virtual queue are same, and 

both queues will receive same arrival rate, but virtual queue 

will build up and overflow faster than real queue due to its 

parameters. Each time the virtual queue experience 

overflow, the same packet will be marked/dropped in the 

real queue [11]. This concept called deterministic which it is 

the opposite of probabilistic that used by RED [61]. In 

addition, it can be noted from Eq. (8) that when the virtual 

link capacity is greater than real link utilization, the marking 

probability will be so aggressive, vice versa [44]. 

The dropping probability for AQM, as mentioned in [66], 

will be as: 

 

𝑝(𝑡) = [1 −
𝐶̅(𝑡)

𝒴(𝑡)
]

+

  (6) 

 

By making 𝛾 value equal one (1) and apply it in Eq. (8) 

with initial sittings 𝐶̃(0) = 𝐶 and q(0) = 0 (q(t) is the queue 

length at time), as mentioned in [66] the differential 

equation will be as: 

 

𝐶̃(𝑡) = 𝐶 − 𝛼𝑞(𝑡)    (7) 

 

which is indicating that AVQ matches the virtual capacity 

with the queue length, so when the queue length increases, 

the virtual capacity will be increased. 

AVQ has shown a significant performance especially in 

high link utilization, low packet loss, and low delay [11]. 

The virtualization technique has given AVQ a great 

performance in terms of robustness, responsiveness, and 

stability. In fact, AVQ has been performed in stability 

analysis by the designers [44], the result from this analysis 

was some recommended rules to control AVQ parameters 

(𝛼 and 𝛾) according to the number of flows to preform 

efficiently. AVQ could be considered as fair scheme due to 

its control function that can maximize the aggregation of 

source utilities in the network in the absence of feedback 

delays. The only disadvantages in AVQ scheme is AVQ 

cannot differentiate unresponsive flows from responsive one 

because it was not designed to deal with responsive flows. 

 

F. Random Early Marking (REM) 

REM has been proposed by Athuraliay and Low [52]. 

REM is an AQM scheme that designed to attain high link 

utilization with negligible loss and delay in stable and 

simple manner. The main difference between REM and 

RED is the congestion measure and the probability function 

for dropping/marking. The key idea behind REM is 

achieving its targeted queue length for low delay and 

targeted rate for high utilization independently of network 

congestion [78] by separating the congestion measure from 

the performance measure  [82], [85], and reaching the global 

optimal performance point [59]. 

The congestion measure that been used by REM, known 

as ‘price’, is the weighted sum of the mismatch between the 

arrival rate and queue length with the targeted ones (the 

difference between arrival rate and link capacity with the 

difference between the queue length with the targeted 

length). The price is updatable individually for each link, 

when the aggregation of this weighted mismatch is positive, 

the price will increase, and otherwise it will be decremented. 

Whenever the arrival rate exceeds the link capacity or the 

queue length is greater than the target, the weighted sum for 

the mismatch will be positive, and otherwise it is negative. 

The incrementing of the price will push up the marking 

probability, thus it will send a strong signal to the sources to 

reduce their rates. Reducing the arrival rates will push down 

the price and hence the marking probability until eventually 

the weighted sum for the mismatches will be zero, in this 

point REM will achieve the highest link utilization and 
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minimum delay and loss. The REM price can be updated as 

the following equation, according to [50]: 

 

𝜇𝑙(𝑡 + 1) = 

[𝜇𝑙 + 𝛾(𝑞𝑙(𝑡 + 1) − (1 − 𝛼𝑙)𝑞𝑙(𝑡) − 𝛼𝑙𝑞𝑟𝑒𝑓)]
+

     (8) 

 

where 𝜇𝑙 is the price of link l, 𝑞𝑙 is the actual queue 

length, 𝑞𝑟𝑒𝑓  is the targeted queue length, 𝛼𝑙 is the stability 

constant, and [𝑧]+ = 𝑚𝑎𝑥 (𝑧, 0). 

And the exponential packet marking probability for the l 

link will be formed as: 

 

𝑝𝑙(𝑡) = 1 − ∅−𝜇𝑙(𝑡)   (9) 

 

where 𝑝𝑙  is the marking probability for the link l and ∅ is 

constant less than 1. 

Thus, the end-to-end marking probability can be 

expressed, according to [81], as: 

 

1 − ∏ (1 − 𝑝𝑙(𝑡)) =𝐿
𝑖=1 1 − ∅− ∑ 𝜇𝑙(𝑡)𝑙   (10) 

 

which means that end-to-end marking probability will 

increase when the individual prices increased. REM has 

been designed to perform optimally in steady-state situation, 

but not so efficient in transit situation [67], [80]. However, 

the designers run the stability test on REM and they found 

that, the prior knowledge about the network parameters, 

such as the number of flows and RTTs, could guarantee the 

stability for responsiveness satisfaction, but these 

parameters are frequently changed in real networks. REM 

has given a poor performance in the wireless environment 

from the experimental result that been done by the REM 

designers, and they claimed that the reason behind this poor 

performance due to a TCP sources cannot differentiate 

between the overflow loss or wireless effects loss, and 

reduce the transmission rate on both events. 

G. Controlled Delay (CoDel) 

CoDel is the latest AQM proposed by Nichols and 

Jacobson in 2012 [46]. It has been built and designed to 

solve a full buffer problem “bufferbloat” in network by 

limiting the packet queue delay that happened in the 

network links (routers). CoDel tries to enhance overall 

performance of the network by reducing the delay and 

packet loss with high link utilization and throughput. 

According to [46], CoDel has a significant characteristics 

that make it better than the rest of AQM, such as: 

• Parameterless: no pre-configured parameters required.  

• Treating good queue (the queue that drains as fast as 

possible) and bad queue (the queue that fills up as same 

as transmission rate) differently. 

• Queue delay controlling regardless to the RTT delay and 

traffic load. 

• Maintaining dynamically changing send rate. 

• Simple to implement in real router. 

CoDel can be considered as delay-based AQM because it 

uses packet-sojourn time instead of arrival rate or queue 

length in its congestion indicator. Packet-sojourn time is the 

time that the packet spends in the queue, which can be found 

by adding a timestamp to each arrival packet to the queue 

that contains arrival time for that packet. When the packet is 

about to leave the queue, the packet-sojourn time can be 

simply calculated by subtracting the leaving time with the 

time that recorded in the timestamp (arrival time) for each 

packet independently. If the sojourn time is bigger than a 

pre-defined target, the algorithm will set timer for dropping 

packet at dequeueing (leaving the queue). This dropping will 

happened only when the sojourn time is bigger than the 

target and the packets at the queue is less than one 

Maximum Transmission Unit’s (MTU’s) of bytes. The time 

that indicated the next dropping event will be update 

periodically according to 𝑁𝑒𝑥𝑡_𝑑𝑟𝑜𝑝_𝑡𝑖𝑚𝑒 +=
𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙

√𝑐𝑜𝑢𝑛𝑡
⁄ . 

 

The count represents the total number of dropped packet 

since the first drop event. Whereas, interval is the minimum 

value of sliding window that entered the queue and CoDel 

algorithm has to experience that by time, because it is 

varying with the time, and update it frequently. The 

dropping action will be stopped when the sojourn time goes 

below the target value. 

It should be noted that, CoDel has two important 

parameters, target and interval. These parameters are needed 

to be configured wisely to get better performance. However, 

these parameters have been given a fixed values which have 

been chosen based on many simulations and experimental 

results, as stated in [7] as follow: 

• Target: constant 5ms (acceptable queue latency)  

• Interval: constant 100ms (in worst case of RTTs) 

CoDel has shown a better result among many proposed 

studies that compare it with the previous AQM schemes. 

In [82], the authors have compared CoDel with RED and 

Adaptive RED (ARED), and they concluded that CoDel is 

independent to queue size, rate measurements, drop rate, 

and RTT delays, and they showed that CoDel has better 

performance in link utilization, queue length, and drop 

rate, but they suggested that CoDel needs more 

optimization and improvement to increase its robustness. 

According to [83], CoDel has a better performance than 

Droptail and RED algorithms in terms of queue delay, link 

utilization, and packet drop. But, it has been concluded 

that CoDel has higher packet loss than RED when 

increasing the number of flows. This issue is not 

acceptable in terms of network stability, CoDel needs to be 

improved to control the stability when increasing the 

number of flows. In terms of fairness, it has been claimed 

that CoDel has more fair than few of the RED, but it needs 

to be enhanced by combining CoDel algorithm with 

scheduling algorithm (such as Fair Queue) as suggested by 

[84]. 

 

IV. PERFORMANCE EVALUATION 

 

As mentioned earlier, this paper has conducted a 

simulation approach as a method to study and evaluate the 

performance of various AQM schemes. The simulation has 

conducted in NS-2 version 2.35 on Linux operating system. 

Furthermore, the experiment scenario will be executed on 

bottleneck topology (dumbbell) which had been studied and 

approved as suitable topology for testing and evaluating the 

performance of different types of AQM [6]. The AQM 

schemes has been tested under a single wired link that 

contains one router node in the middle of two Access Points 

(AP) which will be connected wirelessly to 20 sources and 

one destination in each side as shown in the Figure 3. Two 

different type of flows will be applied on the sources. First, 



A Fairness Investigation on Active Queue Management Schemes in Wireless Local Area Network 

 e-ISSN: 2289-8131   Vol. 9  No. 2-12 191 

15 FTP flows transferred over TCP-Reno links with 1000 

bytes packet size. Second, 5 UDP (transmission rate 180 

Kbps) flows will be implemented on CBR packets. This 

scenario has run for 100 seconds time long; the rest of 

parameters and AQM schemes configuration settings can be 

found in Table 1 and 2 respectively. 

 

 
 

Figure 3: Single Link Bottleneck (Dumbbell) Topology 

 

Four AQM schemes under evaluation are: RED, AVQ, 

REM, and CoDel. RED will be chosen in the evaluation 

because of two reasons. Firstly, as mentioned earlier, RED 

is the first formal AQM. Secondly, RED have been 

implemented in some of the real devices now days (such as: 

Alcatel-Luncent OmniAccess 5510/5740 unified services 

gateway; Brocade MLX Series – Multiservice IP/MPLS 

Routers; Cisco ASR 9000 System Aggregation Services 

Routers; HP MSR50 Series: and Juniper Networks M7i/ 

M10i Multiservice Edge Routers) [6]. Optimization 

approach has proved its ability to enhance fairness in many 

different studies (such as [44], [63], [85], [86]). Due to that, 

AVQ and REM have been chosen in evaluation stage. 

CoDel is the latest proposed AQM. It has shown significant 

results in terms of fairness and stability in wireless 

environment. Besides, CoDel is the first AQM scheme that 

uses queue-delay as congestion indicator. 

 

V. SIMULATION RESULTS 

 

After running the simulation, the results have collected 

from many tracing files and analyzed by specific AWK 

script that been used to analyze NS-2 results. The 

experimental results have divided in to multiple subsection 

based on the performance matrices to get a better 

understanding of each AQM schemes behavior. 
 

Table 1 
Simulation Parameters 

 

Parameters Value 

Simulation Topology Dumbbell 

Flow Type Responsive (FTP over TCP-Reno) 
Unresponsive (CBR rate 180 Kbps) 

Packet Size  1000 Bytes 

MAC Protocol Ethernet 10 Mbps 
IEEE 802.11 

Queue Size 100 Packets 

Simulation Time 100 Seconds 

 

Table 2 

AQM Schemes Configuration Settings 

QM Scheme Parameter        Value 

RED maxth                 80 

 minth                  20 

 maxp                 0.1 

 wq                     0.002 

AVQ y                       0.98 

 𝛼                       0.8 

REM 𝛾                       0.001 

 𝛼                       0.1 

 Φ                      1.001 

CoDel target                0.005 
 interval             0.1 

 

Queue Size - the average of the packet that occupied by 

the aggregations of the flows, which consider as a direct 

indicator of router resource utilization. Minimizing the 

queue size is one of the key issues for designing AQM 

schemes by which can affect overall network resources and 

can also show the different characteristics of different 

schemes. In this paper, queue size has been monitored and 

recorded every second by measuring the number of packets 

in the buffer. Figure 4 shows the result of queue size for 

RED, REM, AVQ, and CoDel schemes. from the figure we 

can see that RED and CoDel has a better result than REM 

and AVQ due to the parameters characteristics of RED and 

CoDel which gives the algorithm the ability to keep the 

queue size as low as possible, its differs from AVQ that 

considered as adaptive algorithm that can maintain the 

queue size to suits the virtual queue and maintain the 

congestion indicator regularly. On the other hands, RED 

have maxth and minth which can affect directly on the queue 

size. 

Queue Lost: is the packets that dropped in the queue 

mostly because of the congestion collapse or algorithmic 

reasons. Queue lost is very important matric to study the 

reaction of AQM scheme to the near overflow situation and 

congestion indication. The queue lost has been monitored 

and calculated by number of packets every second. From 

Figure 5, it can be concluded that REM and AVQ has better 

reaction in terms of congestion indication because they have 

low queue loss and that will increase the throughput and 

outgoing link utilization due to its optimization 

mathematical design. However, CoDel and RED have a 

fixed parameter that controls the amount of packets in the 

buffer which lead to drop down the rest of the packets. 

 

 
Figure 4: Queue Size for AQM Schemes 
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Figure 5: Queue Packet Loss for AQM Schemes 

 

 
Figure 6: Jain Fairness Index for AQM Schemes  

 

 

 

 

 
Figure 7: TCP Throughput for AQM Schemes 
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Figure 8: UDP Throughput for AQM Schemes 

 

Throughput: is the total number of received bytes by the 

destination in the time unit (i.e., megabytes per second). It is 

approved that any AQM algorithm should have significant 

increasing of the throughput at the end node. From the 

perspective of this paper, the throughput has been measured 

into two parts depending on the flow type (TCP and UDP), 

the aggregation of each throughput can be seen in Figure 7. 

Moreover, all algorithms have nearly the same amount of 

average throughput of TCP flows, but it can be 

differentiating AVQ and REM have slightly higher 

throughput than RED and CoDel because AVQ and REM 

have lower queue packet loss than the rest.  

However, in terms of UDP flows throughput, from the 

Figure 8, it’s a bit higher than TCP flows which is normal 

due to the TCP slow start characteristic and congestion 

control mechanism. Whereas, it’s also clear that AVQ and 

REM have a better throughput than RED and CoDel.  

Fairness: this paper has computed Jain’s fairness index as 

a measure of fairness among the individual bandwidth share 

in the aggregate. Jain’s fairness index is the mathematical 

formulation to measure the fairness among number of links 

by calculating the received throughput for each link, it is 

originated by Raj Jain in 1984 [116] and formulated as 

𝒥(𝑥1, 𝑥2, … , 𝑥𝑛) =
(∑ 𝑥𝑖)𝑛

𝑖=1
2

𝑛∙(∑ 𝑥𝑖
2)𝑛

𝑖=1

 . If all the users got same 

throughput then the fairness index is 1 and the system is 

totally fair. Figure 6 presents the fairness values obtained for 

the scenario. It can be observed that REM and AVQ both 

obtain higher fairness value than RED and Codel. However, 

CoDel has given the lowest value comparing with RED 

scheme which have given a moderated value in terms of 

fairness. 

From the above result, we can conclude that AVQ and 

REM have better adaptation in WLANs environment due to 

the congestion indicator mechanisms for AVQ and REM 

have considered the aggregation of transmission rate among 

all flows with the ability to penalize the unresponsive flows. 

Thus, AVQ and REM tries to equalize all flows 

transmission rate together with capability of congestion 

indicator mechanism. Unlike RED and CoDel, both have 

used queue size and queue delay respectively in their 

congestion indicator mechanism and that is not enough to 

equalize the throughput of the flows which lead to unequal 

bandwidth share in the outgoing link. 

 

VI. CONCLUSION AND FUTURE WORK 

 

In this paper, we provide a performance evaluation of the 

fairness for different fair AQM schemes under the presence 

of responsive TCP and unresponsive UDP flows. The results 

show the better performance of AVQ and REM in terms of 

fairness even when they have a higher queue size. On the 

other hand, CoDel has a lower queue size comparing with 

the rest of the schemes. 

Based on the results of the simulation model, it can be 

concluded that AQM with rate-base congestion indicator can 

achieve higher level of fairness than delay-base and queue-

base. Besides, rate based congestion indicator have better 

throughput and link utilization than the rest. In order to 

maintain high level of fairness in the network, AQM 

schemes needs to be implemented with high queue size. 

This queue size helps AQM to take a better decision to 

achieve fairness among different types of flows. However, 

AQM schemes have different behavior in WLANs 

environment than Wired Network environment due to the 

transit, dynamic and rapidly changing of the wireless nodes. 

Therefore, the fairness among wireless users having 

different numbers and directions of TCP and UDP flows can 

be assured even with diversity of transmission rate. 

Moreover, fairness is one of early goals of AQM schemes 

and yet there are no schemes have considered as achieved a 

total fair situation. We highly recommended researchers to 

do more investigation and design new schemes since it is 

still a rich area to dig on. Moreover, the hybridized 

congestion indicators have given a better result than the 

others we recommended designers to hybridize between 

transmission rate and other parameter that increase fairness 

in the network such as queue lost or queue delay. Besides, a 

standardized model for fairness evaluation in AQM schemes 

in WLAN environment has not designed yet, therefore we 

highly recommended researchers to do more investigation in 

this part. 
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