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Abstract—Arabic characters are different compared to the 

other characters whether from their forms or the way they are 

read. Before conducting a recognition process, we should 

conduct segmentation or divide each character to identify each 

Arabic character of the word.  The enormous problem of 

segmenting the connected Arabic characters is dividing each 

character with different positions, forms, and sizes for each 

character. Therefore, we suggested a method in segmentation 

process by using the interesting point, which successfully obtains 

the 86.5% average accuracy.  

 

Index Terms—Image Segmentation; Connected Arabic 

Characters Segmentation; Interest Point. 

 

I. INTRODUCTION 

 

Arabic characters are different compared to the other 

characters whether from their form or the way they are read.  

Arabic characters, also called as hijayyah letters consist of  29 

letters: 26 letters are the genuine consonants and 3 letters are 

the semi-vocal consonants, which are, “Alif”, “Waw” and 

“Ya”. Connected Arabic characters are divided into two types 

of character, which are the separate character and the 

connected characters in which, every connected character has 

three different forms at the beginning, middle, ending, and 

isolated place. It depends on the character's position in a 

word. For the recognition process of Arabic character, we 

need to separate each character. Hence, we conducted a 

research to separate each Arabic character in a word.  

The image segmentation is a crucial part in the image 

processing to analyze the image [1]. The image segmentation 

is the process that divides a picture into a certain area for the 

purpose of extracting the necessary information and 

eliminating unnecessary information [2]. This segmentation 

process has a crucial role in recognizing each Arabic 

character. A good segmentation process helps the system to 

identify each Arabic character well [1]. Optical Character 

Recognition (OCR) is a process of modifying texts on the 

picture into the text code readable by the computer [3]. 

Although it is good to control the segmentation of separate 

characters using OCR, it has the disadvantage to control the 

segmentation of connected characters. 

There are many algorithms to perform the segmentation of 

Arabic characters. Mohammad et al. separated the printed 

Arabic characters [1]. Wshah et al. separated the handwriting 

of Arabic characters using the contour and skeleton of Arabic 

characters [4]. Yi-Kai Chen combined the background and 

foreground analysis to the single and multi-touching 

handwritten numbers segmentation and used the Mixture 

Gaussian Function to decide which is the best o possible 

routes segmentation [5]. Wei suggested the Genetics 

Algorithm to Chinese connected character segmentation [6]. 

In image segmentation, an interest point can be used as the 

important parameter. Interest point is necessary for image 

processing and can be used as the descriptor to image 

matching [7]. The majority of the interest point extractions 

are the point gained based on intensity [8][9][10]. Interest 

point method is pushing aside the other important 

information. Some of the constructed interest point 

researches are based on the colors because the characteristic 

formed by the colors is superior [11]. Therefore, the interest 

point based on the colors is important for matching the image. 

However, the interest point method based on the colors is not 

suitable in some case of an image with the same color. 

Based on the weakness identified in the previous research, 

this research suggested a segmentation method using the 

interesting point based on some rules to separate the 

connected Arabic character. On the segmentation process, the 

interest point is used as the coordinate reference to split each 

character of Arabic writing image data with a size of 

769x149. The results from the experiment showed a fairly 

good accuracy. By using cameras with different resolutions, 

the accuracy gained is different because of the different 

camera quality [12]. The interest point of the suggested 

segmentation process can be seen in the design system below.  

 

 
 

Figure 1: Design system 

 

The detail of the segmentation process is explained in the 

second section. Whilst, the conclusion is explained in the 

subsequent section. 
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II. SEGMENTATION CONNECTED ARABIC CHARACTER 

 

Arabic character segmentation is the process of separating 

each connected character in a word. The segmentation 

process in this study involved in the use of a few rules used 

as an interest point. Several steps have been taken before the 

process of segmentation, which are thresholding, 

complement, and thinning. These processes will be discussed 

below. The design system of segmentation process can be 

seen below. 

 

 
 

Figure 2: Design system of segmentation process 

 

A. Otsu Thresholding  

Otsu thresholding is a method for separating the 

background and object in the image based on a certain 

threshold value. However, due to bad lighting and non-

uniform background, it is difficult to get a good threshold 

value. With the assumption that the original image has light 

and dark regions are denoted as 𝐶1 and 𝐶2, and the probability 

of each region, 𝑃(𝑠) is as following [13]:  

 

                     𝑃1(s) =  ∑ 𝑃𝑖
𝑠
𝑖=0     for   𝐶1[𝑠 > 0] (1) 

   𝑃2(s) =  ∑ 𝑃𝑖 = 1 − 𝑃1(𝑠)𝐿−1
𝑖=𝑠+1     for   𝐶2[𝑠 + 1, 𝐿 − 1] (2) 

 

Where 𝑃1(s) and 𝑃2(s) are the probability of  light and dark 

regions (𝐶1 and 𝐶2). 𝑃𝑖  is the normalized histogram for the 

overall size of pictures. Besides, to get the threshold value k 

based on variations in the contrast of the image, there are 

some presumptions; bimodal histogram, statistics stationary, 

hence, adaptive and uniform illumination area can be 

modified. From these presumptions, Otsu thresholding is 

acquired by the following equation. 

 

𝑘 =
𝜎2𝐵

𝜎2𝐺
 (3) 

 

where k is threshold value, 𝜎2𝐵 is a global diversity of the 

whole picture, and 𝜎2𝐺 is between-class diversity.  

  

B. Complement 

Complement is a process to modify each pixel of the image 

(binary image) into the opposite value as the example showed 

in Figure 3.  

 

 
 

Figure 3: Complement 

 

C. Thinning 

Thinning algorithm is largely based on looping layers of 

the pixels until no pixels can be removed. Usually, looping is 

performed twice to check the changes of pixels. If there is no 

change, the condition will be stopped [14]. ZS algorithm is 

the most popular and proven thinning algorithms, proposed 

by Zhang and Suen in 1984 [15]. The ZS algorithm is the 

thinning algorithm that works on 3x3 neighborhood parallel, 

shown in Figure 4.  

 

 
 

Figure 4: ZS 3x3 neighborhood 

 

The ZS algorithm is an algorithm, which consists of two 

sub-iterations: The first iterations intends to remove the 

barrier pixel of South-East and the corner pixel of North-

West, while the second sub-iteration aims to remove the 

barrier pixel of North-West and the corner pixel of South-

East. These are the opposite orientation [14]. 

 A method for extracting picture frame consists of 

removing all of the contour pixels in the image, except the 

contour appropriate with the framework. At the first sub-

iteration (in the odd iteration), contour point in p1 is removed 

from the pattern, if the following conditions exist: 

 

                                      2 ≤ 𝐵(𝑝1) ≤ 6                                  (4) 
                                           𝐴(𝑝1) = 1                                      (5) 
                                       𝑝2×𝑝4×𝑝6 = 0                         (6) 

                                       𝑝4×𝑝6×𝑝8 = 0                       (7) 

 

In the second sub-iteration (in the even iteration), contour 

point in p1 is removed from the pattern based on the following 

conditions: 

 

                                      2 ≤ 𝐵(𝑝1) ≤ 6                                  (8) 
                                           𝐴(𝑝1) = 1                                   (9) 
                                       𝑝2×𝑝4×𝑝6 = 0                      (10) 

                                       𝑝4×𝑝6×𝑝8 = 0                      (11) 

 

where A (p1) is the number pairs of 0-1 (white-black) in 

transverse clockwise from 8 neighborhood in (p1) like (p2), 
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(a) (b) 

(p3), (p4) ,..., (p8), (p9). B (p1) is the number of which not zero 

in 8 neighbors, that is: 

 

                                       𝐵(𝑝1) = ∑ 𝑃𝑖
9
𝑖=2                              (12) 

 

If there are no matching conditions, p1 is not removed from 

the foreground. 

 

 
 
 

Figure 5: (a) Image before thinning process and (b) image after thinning 

process 

 

D. Segmentation 

Each character in the Arabic letters has different form 

according to the position of these characters in a word 

(beginning, middle, end, and isolated position). This factor 

creates major challenges in the segmentation process. The 

segmentation process in this paper is to look for the important 

coordinate as a reference to separate each character.  

Some studies proposed a method for determining interest 

points, such as Harris Point Detection method. However, 

Harris Point Detection method is less suitable when it is used 

to Arabic letters. Therefore, we made some new interest 

points to segment the connected Arabic characters. In this 

study, the important coordinates are based on interest point 

gained from some intersection rules using a number of 

conditions. 

 

 
 

Figure 6: The intersection coordinates 

 

(x,y) coordinates is 1. The conditions are including : 

 

 

 

 

 

(a) (b) 

  

 

(c) (d) (e) 

 

 

(f) (g) 

  

(h) (i) 

 
Figure 7: Image of first intersection (a), second intersection (b), third 

intersection (c), fourth intersection (d), fifth intersection (e), sixth 

intersection (f), seventh intersection (g), eighth intersection (h), end ninth 

intersection (i)   
 

III.  EXPERIMENT AND RESULT 
 

A. Trial 

In this study, we used Arabic writing image data with a size 

of 769x149. The data used in this study is shown in Figure 8.  

 

 

  

   

   

  
 

Figure 8: 16 Trials 

a First condition 

(x-1, y) = 1 

(x, y+1) = 1 

(x+1, y) = 1 

(x, y-1) = 1 

b Second condition 

(x-1, y) = 1 

(x, y+1) = 1 

c Third condition 

 (x+1, y) = 1 

      (x, y-1) = 1 

d Fourth condition 

(x-1, y) = 1 

(x, y+1) = 1 

     (x+1, y) = 1 

e Fifth condition 

 (x+1, y) = 1 

     (x, y-1) = 1 

f Sixth condition 

(x-1, y) = 1 

(x+1, y) = 1 

    (x, y-1) = 1 

g Seventh condition 

(x-1, y) = 1 

(x, y+1) = 1 

(x, y-1) = 1 

h Eighth condition 

(x+1, y) = 1 

(x, y+1) = 1 

    (x, y-1) = 1 

i Ninth condition 

(x+1, y) = 1 

 (x, y+1) = 1 

  

g Seventh condition 

(x-1, y) = 1 

(x, y+1) = 1 

(x, y-1) = 1 

h Eighth condition 

(x+1, y) = 1 

  (x, y+1) = 1 

i Ninth condition 

(x+1, y) = 1 

(x, y+1) = 1 

 (x, y-1) = 1 
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In the next process, the sentences are separated based on 

their region, as shown in Figure 9. 

 

 

     

   

   

   
 

Figure 9: Word in each region 

  
The next process is to acquire the interest point using 

predefined rules to separate each character, as shown in 

Figure 10. 

 

     

    

   

  
 

Figure 10: Word in each region with interesting point 

 

From the interest point that we get in Figure 10, we split 

each character using interest point as a reference using the 

conditions: 

 

 

 

1. Right Side 

a. Width_Column  = width – y. 

b. Widht_Line = height.  

c. Crop = imcrop (figure, [y 0 Width_Column 

Width_Line]) 

2. Middle Side 

a. Width_Column = (y+1) – y 

b. Width_Line = height. 

c. Crop = imcrop (figure, [y  0  Width_Column 

Width_Line]) 

 

3. Left Side 

a. Width_Column = y 

b. Width_Line = height 

c. Crop = imcrop (figure, [0  0  Width_Column 

Width_Line]) 

 

B. Analysis of Trial Results 

The test result that consists of regions is as shown in 

Figure 11. 

 

 

    

  

 
Figure 11: Bounding box result 

 

From Figure 11 above, the table of testing results is shown 

in Table 1: 

 
Table 1 

Table of Testing Result 

 

No. Word 
Number of 

Character 

Segmented 

Character 

1 
 

3 5 

2 

 

1 1 

3 

 

2 2 

4 

 

3 5 

5 
 

3 4 

6 

 

1 1 
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7 
 

3 3 

8 
 

1 1 

9 

 
2 2 

10 
 

1 1 

11 
 

2 2 

12 
 

2 2 

13 
 

4 5 

14 
 

4 9 

15 

 
5 7 

16 
 

2 2 

17 

 
2 2 

18 

 
2 2 

19 

 
3 3 

20 

 
2 2 

21 

 
2 2 

22 
 

3 3 

22 
 

4 4 

23 
 

3 3 

24 

 
1 1 

25 

 
2 2 

26 
 

3 3 

27 
 

5 5 

28 
 

3 3 

29 

 
3 3 

30 
 

6 6 

 

The test results of the connected Arabic character 

segmentation using the calculation accuracy are presented in 

Table 2. 

 
Table 2 

Table Accuracy 
 

A 

C 

T 

U 

A 

L 

Predicted 

 Yes No 

Yes TP FN 

No FP TN 

 

Explanation of TP, TN, FP and FN are: 

a. TP (True Positive), if the real value and the prediction 

is worth "Yes", that is if: 

The real value is three letters, then the prediction 

decide three letters 

b. TN (True Negative), if the real value and the 

prediction is worth "No", that is if:  

The real value is not three letters, then the prediction 

decides three letters. 

c. FP (False Positive), if the real value "No" but 

prediction decide "Yes," that is when: 

Real value is nothing, but prediction decide the 

detected letters 

d. FN (False Negative), if the real value "Yes" but 

prediction "No", that is if: 

The real value stated there are letters, but prediction 

decides no letters from those detected. 

 

System validation was assessed by counting the numbers 

of TP, TN, FP, and FN of  Table I using the formula:  

 

System Performance = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 ×100% 

   

               = 
74+0

74+0+13+0 
×100% 

   

 = 86.5 % 

 

IV. CONCLUSION 

 

Based on the results of the experiment, it can be concluded 

that the Arabic character segmentation using interesting point 

is very good for some words with the good image condition. 

Based on the image size of 769x149, we got a fairly good 

accuracy value of 86,5 %. The good picture quality will 

increase the level of accuracy. For further research, the author 

will make the repairing process of the rule to improve the 

accuracy and continue this research to the process of Arabic 

character recognition. 
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