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Abstract—In this paper we present a real-time person 

detection system suitable for use in Intelligent Car or 

Advanced Driver Assistance System (ADAS). The system is 

based on modified You only Look Once (YOLO) which uses 7 

convolutional neural network layers. The experimental results 

demonstrate that the accuracy of the person detection system is 

reliable for real time operation. The performance of the 

detection is benchmarked using the standard testing datasets 

from Caltech and measured using Piotr’s Matlab Toolbox. The 

results benchmarking is emphasizing on the performance of 

false positive per image (FPPI) over the miss rate. ADAS 

demands both relatively good detection and accuracy in order 

to work in real time operation. A good detection result is 

marked by achieving low miss rate and low FPPI. This 

requirement was achieved by the modified YOLO with 28.5%, 

26.4% and 22.7% miss rate at 0.1 FPPI and believed to be an 

excellent candidate for use in ADAS.   

 

Index Terms – ADAS; CNN; FPPI; YOLO 

 

I. INTRODUCTION 

 

A vast growing topic among the computer vision research 

community is Vision-based object detection [13,14]. In 

particular, the person detection have a direct application 

especially in Advanced Driver Assistance System (ADAS) 

which is a future in intelligent self driving car. Numerous 

methods have been proposed for person detection, however 

most of the techniques are focusing on achieving high 

detection accuracy at the expense of high computational 

complexity. Thus many of these methods are not suitable for 

real time deployment such as being needed in ADAS. 

Nowadays the vast emergence of convolutional neural 

network (CNN) has created an impressive performance in 

object classification and object detection. The remarkable 

result demonstrated by Girshick et al. [5] proposed that the 

region proposal network with convolutional neural network 

(R-CNN) for object detection. The result performance have 

become the new state of the art on standard detection 

benchmarks such as PASCAL VOC [9,10] ) with a 

significant improvement compared to the traditional 

handcrafted state of the art methods which mainly used 

deformable part model (DPM) [1] and histogram of oriented 

gradients (HOG) [2] methods. R-CNN is using selective 

search in order to come up with region of proposals and uses 

CNN as the feature classifier for detection tasks. Each of the 

region of proposal will undergo the forward pass in the 

CNN network which makes R-CNN is computationally 

expensive. Then the author proposed Fast-RCNN [6] which 

reduces the computational complexity by introducing the 

ROI polling. ROI pooling will reduce the size of the region 

of proposal which will enhance the performance of R-CNN. 

With the excellent achievement of Fast-RCNN, the speed 

performance is still limited due to the bottleneck generated 

by the region of proposal. A faster version of Fast-RCNN is 

introduced. Faster R-CNN [7] replace the selective search 

with Region Proposal Network (RPN) which enabling the 

system to achieve better speed performance.  

Despite of the excellent detection result achieve by 

Faster-RCNN, the intensive computation still make Faster-

RCNN is not suitable for real time operation as needed by 

ADAS. In order to meet the requirement of high detection 

accuracy and high speed performance for real time 

operation, another approach of CNN based object detection 

by using unified detection is introduced by Redmon et. al. 

[8]. The proposed method, You Only Look Once (YOLO) 

predicts the bounding boxes and class probabilities directly 

from full images in a single evaluation.  

Since the whole detection pipeline is a single network, it 

can be optimized end-to-end directly on detection 

performance. The YOLO model runs in real-time at 45 

frames per second on nVidia Titan X with mean average 

precision (mAP) of 63.4% on the PASCAL VOC 2007 

dataset.   The fast YOLO achieves a mAP of 52.7% at 150 

frame per second (fps) while Faster R-CNN runs at 7 fps 

and attains a mAP of 73.2% on the VOC 2007 test set. 

Our person detection system is based on modified YOLO 

architecture, where the number of convolutional layers 

reduced to 7 and only detecting only one class (person). This 

will result in some reductions in computational complexity 

but accuracy is expected to degrade. We investigate the 

performance of the modified YOLO especially for detection 

of small size person by varying the grid cells from 7x7 to 

11x11. 

The remainder of this paper is organized as follows. A 

brief description of the YOLO architecture will be provided 

in Section 2. Section 3 briefly describes the datasets used 

and how training is performed. Section 4 describes 

experimental results using the system. Section 5 provides 

the conclusion of this paper. 
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Figure 1: Original YOLO architecture [8] 

 

 

II. YOU ONLY LOOK ONCE 

 

YOLO architecture is made up of 27 CNN layers, with 24 

convolutional layers, followed by 2 Fully Connected layers 

and a final detection layer as shown in Figure 1. It divides 

the input image into S × S grid cells and each grid cell will 

predicts B bounding boxes and yield a score for each of the 

C classes. Each bounding box consists of 5 predictions 

which are center x, center y, width, height and confidence of 

the bounding box. For each grid cell, there will only be one 

set of class scores C for all bounding boxes in that region.  

The fully connected layers use the features extracted from 

the convolutional layers and use the information to predict 

the probabilities of the object and at the same time for the 

bounding box constructions.  YOLO final detection layer is 

a regression that maps the output of the last fully connected 

layer to the final bounding box and class assignments. The 

original YOLO network is trained on PASCAL VOC 2007 

and PASCAL VOC 2012 dataset with 20 classes of objects 

with a grid size of 7x7.  

III. EXPERIMENTAL SETUP 
 

A. The Datasets 

CALTECH Dataset [12] is used to train our models. In 

this paper, one class of object which are person with varying 

shapes and colors are being used. The dataset is consists of 

10 hours of videos in sequence format (seq) collected from a 

car dashboard driving through the city area. The annotations 

are also provided in the form of bounding boxes coordinates 

showing the ground truth of the pedestrian. Apart from that, 

the evaluated annotation is for pedestrian which is 50 pixel 

tall without any occlusions. Figure 2 shows some of the 

images in the CALTECH datasets used for the experiments. 

 

    
(a) (b) 

 
Figure 2: Examples of CALTECH dataset images (a) images of pedestrian 

without occlusion (b) images of pedestrian with occlusions 

 

B. Annotation 

The annotations containing the bounding box information 

of the ground truth is required. The ground truth annotation 

provided by Caltech is converted to the format accepted by 

YOLO. After the conversion, the bounding box annotation 

for a single image should contain the following parameters: 

 

(Class id, x, y, Width, Height) 

 

 The Class indicates the id of the class to be detected. As 

for x and y, they represent the centre of the bounding box. 

Width and Heights represents the bounding box width and 

height in fraction of the original image. The formation of the 

ground truth annotations for YOLO is shown in Figure 3: 

  
Figure 3: Bounding box ground truth labeling 

 

C. Training 

The convolutional neural network is trained by using the 

batch mode training. Batch mode training will randomly 

select n number of pair which consists of the dataset image 

(in) and ground truth label (gn). The error obtained will be 

accumulate throughout the iterations until the iteration reach 

the number of the batch n. The operation is shown in Figure 

4. 
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Figure 4: Batch mode training process 

 

 

The training errors are represented by the intersection 

over union (IoU). The IoU will measure the accuracy of the 

bounding box prediction based on how much the prediction 

bounding box is overlapping with the labelled bounding 

box. At the early stage of training, the IoU is very small and 

expected reach more than 90% of overlaps when the training 

ends. The concept of IoU is shown in Figure 5.  

 
Figure 5: Methods to calculate the IOU for training error detection 

 

In addition, the network training is accelerated using Nvidia 

K40 GPU which is faster than the normal CPU training 

speed. After every thousands of iterations, the weight files 

are stored to a backup directory and can be used as a 

checkpoint if the training needs to be stopped. 

D. Inference 

The method proposes reframes the detection problem as 

a single regression problem to bounding boxes and class 

probabilities. It requires just a single neural network 

evaluation for predicting multiple bounding boxes class 

probabilities. The input image is first resized to the input 

size of the network (448 x 448). Then the input image will 

be divided into S x S grid. The parameter of the last layer of 

the convolution is connected with the fully connected layer 

and the final outputs for prediction are varied from 7x7(2 x 

5 +1) tensor, 9 x 9(2 x 5 +1) tensor and 11 x 11(2 x 5 + 1) 

tensor. The value of the tensor is calculated as follows; 

𝑇𝑒𝑛𝑠𝑜𝑟 = 𝑠 × 𝑠(𝐵 × 5 + 𝐶) (2) 

where:   s = Number of grid cells 

 B = Number of predictions in each cell 

 C = Number of classes 

 

 Then, each grid cells will predict B bounding box which 

yielding in total of 262, (𝐵 × 𝑠 × 𝑠) of bounding box 

predictions. Thresholding the box prediction will filter out 

prediction below the confidence threshold value. Each grid 

cells will only responsible to predict for one class and the 

non-maxima suppression will be applied to delete the 

duplicate of the bounding box.  Figure 6, 7 and 8 shows the 

steps involves for the inference phase.  

                           

Figure 6: Image is divided into 𝑠 × 𝑠 grid cells 

  

Figure 7: Each grid cells will predict 2 bounding boxes  

 

Figure 8: After the prediction, the grid cell will only select one object for 

detection 

IV. RESULT 
 

The result of the prediction from each tensor will be 

evaluated qualitatively and quantitatively in term of 

accuracy and performance. To evaluate the qualitative 

performance of the person detection system, YOLO_11x11 

is tested with images from the testing datasets to verify the 

functionality. Apart from that, the system is also tested with 

images captured from the dashboard camera to test the 

robustness of the system. The result of the detection is 

shown in Figure 9 ,10 and 11.  



Journal of Telecommunication, Electronic and Computer Engineering 

4 e-ISSN: 2289-8131   Vol. 9 No. 2-13  

 

Figure 9: Person Detection results compared with the ground truth 

annotations using YOLO_7x7 

 

Figure 10: Person Detection results compared with the ground truth 

annotations using YOLO_11x11 

 

Figure 11: Detection of pedestrian with real life image captured from 

dashboard camera  

 Apart from that, modified YOLO detection is also 

quantitatively benchmarked using the Caltech testing 

datasets [12]. The testing datasets consist of video sequences 

(in seq format) and the ROC plot which consists of false 

positive per image versus miss rate graph was generated 

using piotr’s matlab toolbox [11]. The generated graph is 

shown in Figure 12. As observed in Figure 10, the reliability 

of modified YOLO is considered as reasonable for 

pedestrian detection. Further details for the miss rate from 

the graph is summarize in Table 1. 

 

Figure 12: Graph of false positive per image (fppi) against miss rate 

Table 1  

Comparisons of Person Detection Results on the CALTECH dataset  

Architecture Miss Rate (MR%) at 0.1 fppi 

VJ[12] 94.7 

HOG[2] 68.5 

TA-CNN[15] 20.9 

YOLO 21.3 

YOLO_7 x 7 28.5 

YOLO_9 x 9 26.4 

YOLO_11x11 22.7 

 The miss rate of the modified YOLO at 0.1 fppi is much 

lower if compared with the traditional person detection 

system such as VJ and HOG. The standard YOLO trained 

with only one class have the lowest miss rate compared to 

the modified YOLO. The performance of the miss rate is 

followed by YOLO_11x11 with difference of 1.4%, 

YOLO_9x9 and YOLO_7x7 by 5.1% and 7.2% 

respectively. The increase in the miss rate is considered as a 

trade off to the reduction of the numbers of layers in 

modified YOLO.  

V. CONCLUSION 

In this paper CNN-based person detector is presented 

with the focus on achieving lowest possible miss rate at 0.1 

FPPI. Our real-time detector is based on modified YOLO 

which uses 7 convolutional layers. This reduction of number 
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of layers has the impact of reducing the computational 

complexity at the expense of acceptable loss in detection 

accuracy. The experimental results demonstrate that 

although the convolutional layers have been reduced to 7 

layers, using larger 11x11 grid cells (or higher) can improve 

the detection accuracy on small objects. This makes the 

reduced number of convolutional layers in YOLO with 

higher number of grid cells a good candidate for use in 

ADAS which demands both relatively high detection 

accuracy and real time operation. 
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