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Abstract—Availability of ample digital multimedia content 
and advances in network bandwidth has fueled the growth of 
Video on Demand (VoD). Client-server based centralized 
system have limitations in the number of users who can get 
connected at a time. The growth of Peer-to-Peer (P2P) based 
VoD streaming systems, together with cloud computing offers 
better availability of the video content, improved scalability 
and load balancing among peers. Providing the end user a 
smooth VoD playback has become an essential quality 
assurance component of VoD based system. However, higher 
quality of service and better user experience during video 
playback is still an open challenge. In this paper, we propose 
an Enhanced VoD Streaming Model (EVSM) for P2P cloud 
based system. The proposed model has four layers where each 
layer considers the various quality assurance factors of the P2P 
VoD and ensures better video streaming. Our evaluation 
results show that the proposed model decreases the video seek 
time and lowers the startup delay when compared to other 
methods. 

 
Index Terms—Cloud Storage; Peer-to-Peer (P2P); 

Multimedia; Video on Demand (VoD). 
 

I. INTRODUCTION 
 
The popularity of streaming videos through the Internet has 
significantly increased during the last decade.  Traditionally, 
Video-on-Demand (VoD) systems were client-server based. 
Later, Content Delivery Networks (CDN) came into 
existence and it reduced the overall server load by 
distributing content and the load to various servers. 
Currently, cloud based Peer-to-Peer (P2P) VoD systems are 
getting popularity due to its scalability, availability and 
much more. Cloud-based multimedia system as in [1], P2P 
scheme as in [2], and a combined scheme of using the above 
as in [3-5] are some examples of cloud based P2P systems. 
Existing system such as in [6-8] have proved that cloud 
based P2P systems are effective solution for video streaming 
services. Several VoD based multimedia providers (such as 
Netflix) apply cloud storage for their services. However, 
providing better quality of service to end users is still a 
challenge [9]. 

A typical P2P-VoD system that consists of several nodes, 
servers, and a tracker. An efficient and scalable P2P VoD 
streaming system should support large number of users with 
minimal resources. However, designing such an effective 
system is a challenge [10]. One of the major issues in such 
systems is longer video playback startup time and large 
playback delays among the peers. Moreover, yet another 
issue in P2P-VoD system is poor and unstable video 
streaming quality when long-tailed unpopular videos are 
requested. Furthermore, some videos could vanish from the 

P2P system over time, hence maintaining them is an issue 
[11]. 

Several technical challenges and issues of video streaming 
over P2P networks are discussed in [12]. There are different 
types of P2P network, such as: tree-based, mesh-based, 
structured network, and unstructured network, or hybrid. 
Choosing the right type of the P2P networks is one of the 
challenge. The second issue is the heterogeneity of peers i.e. 
managing different capacity resources based on the content.  
This paper presents a new video streaming model that can 
provide an efficient and scalable VoD streaming, using P2P 
and cloud server storage. The proposed Enhanced VoD 
Streaming Model (EVSM) for P2P cloud system consists of 
four hierarchical layers. The first layer is the server layer 
that assures the availability of the requested video. The 
second layer is the category-management layer used to 
arrange and manage the connection between the peers and 
server. The third layer   is called the supervision layer used 
to manage the peers in order to serve the requesting nodes, 
and finally, the fourth layer is the streaming layer were the 
peer’s streams videos.  

Our main objective is to offer, end-user better quality of 
service in P2P-VoD streaming. The video startup delay and 
large playback lags among the peers is solved by grouping 
peers with similar interests into one category. Our 
evaluation results demonstrate the proposed model offers a 
lower startup delay and a fast video seek time. 
The remaining of this paper is organized as follows: Section 
2 presents the related work; Section 3 presents the proposed 
enhanced VoD streaming model for P2P cloud computing 
systems; Section 4 presents our evaluation and discussion 
and finally Section 5 has our conclusion and further research 
directions 
 

II. RELATED WORK 
 

P2P-VoD is an active area of research [13]; existing 
papers have proposed various techniques for enhancing P2P-
VoD services. The current advances in networking has 
popularized interactive networked based applications.  
However, integrating different platforms such as P2P and 
cloud computing environments is currently a challenge [14]. 

Novasky is a VoD system that uses coding-aware and 
replacement strategy using Reed-Solomon codes [15]. It 
generates coded video segments instead of keeping original 
video segments. Novasky uses adaptive servers that depend 
on push-to-peer strategy instead of passive servers for 
enhancing video availability. Although Novasky system 
enhances the video availability, it occupies an additional  
storage for the coded segment. 
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A mesh-based P2P-VoD system architecture is proposed 
in [2]. The design is based on a dual spatially organized P2P 
network, where there are two overlays, one overlay for 
neighborhood observation, and the other one is for data 
distribution. The paper attempted to make the system an 
incentive by providing a plethora of service levels to users 
with several advantages for them in the system. However, 
system suffers from one major issue the least viewed videos 
will be removed by time, this  affects future video 
availability. 

A social relationships based approach for P2P-VoD is 
proposed in [16], the system structure has a new hierarchical 
overlay by exploring the existing social relations of users 
and the similarities of video channels on two different 
levels. The stress on the server is increased as  new jobs are 
assigned to it. In addition, the user has to subscribe to 
channels to get the services.  

A unifying model consisting of replication and scheduling 
of content in P2P VoD is presented in [17]. The proposed 
model combines request scheduling, such that maximum 
number of peers can be served in a single request. The 
scheduling is called Fair Sharing with Bounded Out-Degree 
(FSBD).  The proposed system aims to balance load among 
peers and minimize the discrepancy of load between peers. 
It uses both centralized content assignment algorithms, as 
well as adaptive content replication algorithms. However, its 
optimal solution does not balance the load totally. 

Our proposed Enhanced VoD Streaming Model for P2P 
cloud system (EVSM) requires no additional amount of 
storage for the coded segment in the cache. It reduces the 
number of servers by transferring few of jobs directly to the 
participated peers. Furthermore, our approach attempts to 
minimize the bottlenecks at the server. 
 

III. THE PROPOSED MODEL 
 
The proposed EVSM for P2P cloud system consists of 

four layers as shown in Figure 1. The first layer has the 
servers of the P2P VoD system; the second layer is the 
category management layer. The third layer consists of the 
supervision layer, and finally the fourth layer is the 
streaming layer, which has a P2P cloud-based storage on a 
virtual space [18]. The peers are grouped together in each 
layer based on their function. 

 
A. The layers of EVSM 
Figure 1 shows the proposed model’s diagram and the 

interactions between its layers and components. Arrow 
labeled 1 shows the interaction between the servers and the 
Master Management Node (MMN) for managing the 
requested videos. Arrow labeled 2 represents the interaction 
between peers and MMN for managing the P2P cloud 
storage. The arrows labeled 3 and 4, the video chunks are 
being pushed through the layers to its cluster (category). 
Arrow labeled 5 represents the communication and video 
chunks distribution among the nodes in the same category. 
 

 
 

Figure 1: The layers of our proposed model 
 

a. The server layer  
The media servers remain in this layer. The servers 

cooperate with the P2P cloud storage in the second layer to 
provide videos to large number of peers, depending on the 
video category and requests. The goal of these servers is to 
insure content availability of the rarely requested videos and 
maintain service quality. 

 
b. The category-management layer  
A cloud-based storage consists of the Management Nodes 

(MNs) that have different functions:  
• Maintain video metadata and tables in all nodes, 

duplication more than one nodes such as to prevent 
single point of failure. 

• Group MNs with highest performance, and choose 
one node among them to be the Master Management 
Node (MMN) for making decisions.  

• Group other nodes near each other for managing 
specified category of videos having their own master 
node Cluster Management Node (CMN). Their roles 
will push new videos in this category to the lower 
layer, and also receive requests from lower layer's 
nodes, and assist the MN if required. 

• Re-organize the MNs in the groups and update the 
tables once a critical MN departs the system. 

 
c. The supervision layer 
The nodes in this layer will contain completed videos (or 

sub parts for some videos). This layer’s role is to send the 
requested chunks (from the nodes in this layer or the above 
layer) to the nodes on the streaming layer. The nodes in this 
layer will be waiting for new videos in the area (cluster) that 
the user prefers to watch. The nodes are grouped and 
connected to each other depending on different classification 
(such as: Age / Language / Video Quality (3D/HD/LD)). 
These classifications is used for categories that have high 
popularity to reduce the user's startup delay by inserting its 
node near to its regular demands. Each node will have its 
own cache memory and the node will save the last viewed 
chunks by the user. 
 

 
 

Figure 2: The node cache 
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d. The streaming layer 
Every node's cache will have multiple chunks with 

fixed size. The cache will be used for prefetching, 
playback, and storing the played parts. A sample of  node 
cache is shown in Figure 2 where Chn is the last seen 
chunk, Chn-m is the first available chunk in the cache, Chp 
is the playback chunk, Chi  is the next chunk to be played, 
and Chi+j is the last prefetched chunk in the cache. The 
nodes cache will be associated with three specific roles: 
(1) Serve data to the neighborhood's nodes in this layer 
(2) Request data from a peer in the supervision layer (or 
category-management layer in some cases) (3) Observe 
other neighborhoods.  
 

B. Video Chunk Scheduling Algorithms 
The main idea behind our algorithm is to place video in 

peers in the best position for sending and receiving the 
requested videos. Important notations used include. T:Time 
step, S:Number of servers, Nij: Node ‘j’ for user ‘i ’, MNi: 
Management node for user ‘i', Ck :Category ‘k’. CMNk: 
Cluster Management Node for category ‘k’,Vkl: Video 
number l in category ‘k’,  Nk Nodes in category Ck. 

The proposed dynamic scheduling algorithm is given in 
Algorithm 1. For each time step ‘t’, the algorithm iterates on 
‘t’ to reallocate the nodes in the system, to adopt with the 
change in the system. The highest performing peer (cache 
size, bandwidth, and participated time) among MNs is 
selected as the Master Management Node (MMN) in the 
system. After that, the system will organize the categories 
into clusters, and each cluster will assign its own master 
node (Cluster Management Node (CMN)). Algorithm 2 adds 
the node into a category. 
 

Algorithm 1: Scheduling and positioning new peers Entering the system 
1: for t = 1, 2, … do 
2:      assuming we have running servers on the system 
3:      Input: Nij and MNi entering into the system 
4:      if (new useri) then 
5:           add 1 MNi 

6:      end if 
7:      if (t = 1 or idle status) then 
8:           choose highest performance MN to be MMN 
9:           organize C groups and assign CMNk for each group 
10:      end if 
11:      assign Nij in the category by calling Algorithm 2 
12: end for           

 
Algorithm 1:  Scheduling and positioning	

 
The algorithm checks if it is the first node in the category. 

If so, the system will go through lines 4 to 10 and perform 
the following: 1) The first node in the category will be 
inserted in the third layer (supervision layer). 2) 
Communication will be established between the node in the 
third layer and the servers. 3) The node will inquire its 
category nodes in the above layer (second layer). 4) The 
CMN for this category will inquire the MMN, 5). The MMN 
will check the availability of the video; if it finds it will 
secure a connection between the servers and the CMN. 6) 
The CMN (or one of its neighbors) will send the requested 
video to the requested node in the third layer, and now, the 
peer can watch the requested video.  

Algorithm 2 is invoked for assigning user's nodes in the 
selected category. The else part represents cases where there 
are other nodes in the category. At line 12, the node with the 
requested video will inquire the nodes in the supervision 

layer (third layer) for the video. In lines 13 and 14, if the 
video is found, the node will be inserted in the streaming 
layer (fourth layer), and the video will be sent to the node 
from its neighbors (if available), or from the node in the 
above layer. In lines 15 and 16, if the video is not found in 
the category of the streaming layer, steps (4) to (10) in the 
algorithm will be repeated. Once the peer finishes watching 
the video, it will be removed from the streaming layer to the 
supervision layer. Therefore, the peer waiting for another 
video request in this category. It keeps serving other peers in 
the streaming layer when request arrive, if none it 
terminates. 

 
IV. EVALUATION AND DISCUSSION 

 
A. Simulation setup 
We evaluate our proposed model with existing system 

using two parameters under varied number of videos.  The 
proposed model and comparative algorithms are coded and 
implemented using Java programing language using Eclipse 
SDK. The simulation setup values are shown in Table I. 
Video content size is 2-10 chunks, the initial number of 
videos is set to 10, numbers of video categories are 5. The 
initial number of peers in the system is 100. The cache size 
for peers is set between 2-10 chunks. The upload capacity of 
each peer is in the range of [0-3] chunks. 
 

Table 1 
Simulation setup 

 
Video content size 2-10 chunks 

Initial number of Videos 10 
Number of Categories 5 
Initial number of Peers 100 

Cache size for peers 2-10 chunks 
Upload capacity of each peer [0-3] chunks 

Download capacity of each peer [1-3] chunks 
Videos added in each iteration 5 

 
B. Evaluation Parameters  

 
a. Video seek time 
The time taken to locate the peer requested video and all 

its chunks for download is considered as the video seek 
time. Higher time represents the non-availability of the 
videos chunks in the neighboring peers.  
 

b. Startup delay 
Startup delay is the time delay between the moment the 

peer requests the video (e.g. user clicks the on “play” 
button) and moment until the buffer is sufficiently filled for 
video playback. This delay is also influenced by the network 
bandwidth and the video quality etc. 
 

C. Discussions  
The proposed model is compared against two existing 

models 1) Novasky 19 uses an adaptive scheme that pushes 
content to peers in the P2P storage cloud and 2) Random 
Peer Selection (RPS) as in [20] where a random selection of 
peers is done based on content availability, this algorithm is 
used by most P2P systems. Figure 3 shows the evaluation of 
video seek time EVSM reduced the searching time between 
9.5% (10 videos) initially to 61.7% (35 videos) when 
compared to Novasky. 
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Algorithm 2: inserting users node into categories 
1: for each Nij ∈  useri do 
2:      assuming we have k categories 
3:      if (Nij is the 1st N in Ck) then 
4:           Nij asks MNsk for Vkl 
5:           CMNk asks MMN 
6:           if (Vkl  ∈  S) then 
7:                send Vkl  to Nij  
8:           else 
9:         send message "Video is not available" 
10:           end if 
11:      else 
12:           Nij ask Nsk in Ck for Vkl 
13:           if (Vkl  ∈  Nsk) then 
14:                send Vkl  to Nij  
15:           else 
16:                repeat steps (4) to (10)  
17:           end if 
18      end if 
19: end for           

 
Algorithm 2:  Inserting node 

 

 
 

Figure 3:  Evaluation of video seek time  
 

In EVSM in order to find a specific video, the process is 
done in the Management Nodes (MNs) instead of the video 
servers. Hence, the video seek time is considerably less. 
Moreover, the supervisory layer ensures the availability of 
video in least possible time. EVSM when compared to 
Novasky at 10, 35 number of servers, the video seek time is 
less by 9% and 61%, respectively. Figure 4. Shows the 
evaluation of startup delay under different number of videos. 
EVSM when compared to RPS, Novasky at 25 number of 
serves the startup delay is less by 67% and 64%, 
respectively. 
 

 
 

Figure 4: Evaluation of startup delay 

V. CONCLUSION AND FUTURE WORK 
 
In this paper, we presented a multi-layered Enhanced 

scalable VoD streaming model (EVSM). The participating 
nodes are categorized based on the services the peer 
contributes. The proposed Model consists of four 
hierarchical layers. The layers include the server layer which 
assures the availability of the requested videos. The 
category-management layer used to arrange and manage the 
connection between the peers and server. The supervision 
layer used to manage the peers in order to serve the 
requesting nodes, and finally, the streaming layer is where 
the peers streams videos.  

EVSM requires no additional amount of storage for the 
coded segment in the cache and better resource utilization in 
the peers and the servers. It reduces the number of servers 
by transferring some of the server jobs directly to the 
participated peers. Our simulation results show that the 
proposed model has a reduced startup delay and video seek 
time. One known limitation is management of multiple 
layers, however, some tasks are performed in the 
background. In future, we plan to perform more tests under 
different scenarios, and use different video bitrates. 
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