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Abstract—Currently, data centers offer cloud computing 
platforms relying on virtualization technology and multi-tier 
architecture to handle an ever increasing scale and to provide 
elastic service. However, in order to achieve elasticity, efficient 
prediction is needed to control virtual machines. We present a 
new adaptive linear auto regressive technique for web server 
workload prediction with feedback loop control. We test the 
Adaptive-Feedback AR model with the Songkhla Rajabhat 
University’s academic web which has a similar daily pattern of 
workloads and the learning management system (LMS) web 
which has unpredictable workloads. For the 1-minute interval, 
the suitable result for controlling the AR orders is in the range 
of 2-8 and previous historical value is in range of 10-25. Our 
new prediction approach predicts both web workloads with a 
root mean square error (RMSE) below 0.6, of which quality is 
better, in terms of the prediction accuracy resulting in a better 
performance. 

 
Index Terms—Adaptive Workload Prediction; Cloud 

Infrastructure; Web; LMS; AR Model; Workload 
Characteristics; Elastic Architecture; Multi-Tier Architecture. 
 

I. INTRODUCTION 
 

Non-stop operations supporting data storage are necessary 
for data centers. At present, many companies started to 
design and build very large facilities with new technologies 
in order to handle the ever increasing scale and operational 
requirements of the large-scale operations. This new type of 
data centers relies on virtualization technology of CPUs, 
memory, disks, networks and software in order to provide 
their services. In general, the platforms can be classified into 
three services: Infrastructure as a Service (IaaS), Platform as 
a Service (PaaS), and Software as a Service (SaaS). Amazon 
Web Services (AWS) [1] has been highly successful as an 
IaaS. Google App Engine [2] is an example of SaaS in 
which users can use its software (e.g., Google docs). 
Microsoft Azure [3] is an example of PaaS that allows users 
to build and runs applications on the cloud computing 
platform. 

The goal of cloud computing platforms is to provide 
elastic server resources, including the multi-tier architecture 
and workload prediction method. The multi-tier architecture 
[4] has been employed for Internet applications. In case of e-
commerce, a multi-tier structure generally consists of three 
tiers including Web tier, Java enterprise tier and database 
tier.  

In general, workload prediction for Internet applications 
[5,6] is widely known as a difficult problem in finding the 
best accuracy of mean-square errors. Workload prediction 
methods are widely discussed and used for data center 
resource management. Prediction approaches based on 

techniques including linear regression [7], neural network 
[8] and classification algorithms [9]. The linear auto 
regression is widely used for web server workload 
forecasting focusing on behavior patterns such as the request 
arrival rate.     

In this paper, we focus on linear regression and employ 
the Auto Regressive (AR) model. We integrate the model 
with feedback loop control of the mean-square error value 
so that it is an adaptive AR model. Future workload 
parameters are predicted by this model. The prediction can 
be done by applying parameters including control order, past 
values and a time interval for sampling resources usage.  

The target of this paper is to determine best parameters for 
the adaptive AR model [10,11,12,15]contributing to a less 
web server workload prediction error. In the workload 
forecast, we use the academic web workloads of the 
Songkhla Rajabhat University (SKRU) data center which 
include academic web and learning management system 
(LMS) servers. The academic web involves just content 
viewing and downloading but the LMS web has various 
activities involving viewing, quizzing, and uploading and 
downloading contents including assignments. In our case 
study, we have a one-year data of the two different web 
server workloads. 

The remainder of this paper is organized as follows. 
Section 2 describes related works. Section 3 presents system 
overview, workload characteristics, the existing AR model 
and the proposed adaptive-feedback AR model. It presents 
the approaches for optimizing the parameters of our new 
adaptive AR model with feedback loop control. Section 4 
describes results and discusses the proposed models on the 
academic web and LMS workloads. Finally, we conclude 
our work in Section 5. 
 

II. RELATED WORKS 
 
Web server workload prediction and characterization [5,6] 

have been presented for the ever increasing network traffic 
workload, starting from Mbytes to Terabytes or more per 
month. Resource management in a data center requires an 
optimized prediction model. The most popular linear 
prediction model is the Autoregressive (AR) model. There is 
a special-case model for web servers, which is the 
Autoregressive–Moving-Average model (ARMA) [10,12] 
that adds the moving-average terms to the AR model.  

Several prediction models had claimed to be able to 
predict the future workload per-server required. The 
Adaptive Hybrid method (AHModel) combined with the 
Kalman and Savitzky-Golay filters is presented by Yongwei 
et al. [14] in order to predict the range of future workload, 
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called the confidence window, which is used for the Grid 
performance guided. Daniel et al. in [16] developed load 
balancer integration with the AR model to detect 
overloading in a data center. Vilalta et al. [15] presented 
short-term and long-term prediction algorithms to estimate 
various performance variables in a computer system 
including abnormal events such as QoS violations and 
system failures. Kandasamy et al. [17] proposed a 
forecasting model to predict request arrival rates using key 
characteristics of some representative e-commerce 
applications. D. Shen et al. [15] provided an AR model with 
a Kalman filter to predict trends in network traffic. Most 
researches about web server workload prediction were based 
on an AR model, which achieves a high precision in 
forecasting trends and seasonal patterns. Jiang et al. [20] 
used an AR model to implement a workload forecasting 
framework for monitoring workload in real time. The AR 
model integrated with neural network and other machine 
learning in [8] helped increase the prediction accuracy.  

Recently, Calheiros et al. [19] proposed the 
Autoregressive Integrated Moving Average (ARIMA) 
model for predicting the workload of Cloud-based Software 
as a Service (SaaS) applications. The simulation results 
showed the average accuracy at 91%. In [21], Balaji et al. 
compared the prediction accuracy between Holt-Winter and 
ARIMA models applying the NASA WWW server 
workload. The result showed that the Holt-Winter model has 
a better performance.  

We now propose an adaptive forecasting model to predict 
request arrival rates with feedback loop control technique. 
Our model is able to dynamically predict the results in 
situations with load variations.  
 

III. METHODOLOGY 
 
This section starts with system overview, compares 

workload characteristics and then presents our 
autoregressive model. 
 

A. System Overview 
Our experiments investigate on the SKRU academic web 

and LMS web workloads. The academic web infrastructure 
exploits a big virtual machine which has two vCPUs and 4 
GB RAM. The LMS web is a multi-tier architecture, 
including load balance tier, web server tier, database server 
tier, and storage server tier as seen in Figure 1. The LMS 
exploits two hosts, each host server is Xeon E5520, 2.27 
GHz, Quad cores with 16 GB RAM and 2-gigabit network 
interface.   

 

Figure 1: Elastic LMS web multi-tier architecture 
 

In Figure 1, each computer runs the CentOS 6.2, 64 bits, 
and the KVM hypervisor on top of it. A virtual machine 
runs the CentOS 6.2, 64 bits, the same as that of the host 
computer. We use Moodle version 1.9.5+ which has been 
widely used in LMS and many standard learning service 

modules. We split the services of Moodle into web, database 
and file storage. The Web Server Tier handles requests and 
sends responses directly to the user, bypassing DNS load 
balancing. The Database Tier runs MySQL. The File 
Storage Tier server employs NFS 4.0 to store media files.  
 

B. Workload Characteristics 
The testing has been conducted using the access logs of 

the SKRU academic web and LMS web servers. The 
Apache access log is an ASCII text file of which format is 
one line per request. For example, the log format depicted 
"%h %l %u %t \"%r\" %s %b \"%{Referer}i\" \"%{User-
Agent}i\" %U " can be described below: 
• %h : Remote host 
• %l  : Remote logname (from daemon, if 

supplied) 
• %t  : Time the request was received  
• %s  : Status for requests  
• %b : Size of response in bytes 
• %U : The URL path requested, not including any 

query string. 
In this section, we compare the access logs information, 

including SKRU academic web and LMS web, with the 
general world web server data (World Cup 98) in Table 1. 
 

Table 1 
Comparison of workloads of access logs (SKRU LMS, SKRU cademic web 

and World Cup 98 [22]) 
 

Workload/Web Type 
SKRU 

academic 
Web 

SKRU LMS World Cup 98 

Access Log Duration 

22/11/2010 
– 

22/11/2011 
(12 months) 

22/11/2010 
– 

22/11/2011 
(12 months) 

1/5/1998-
23/6/1998 (2 
months) 

Avg. Requests/Day 310,676 22,970 15,546,240 
Avg. Bytes/Day (MB) 7,646.1 722.80 58,752.0 

Avg.  Byte(KB)/ 
Requests 24.6 32.2 3.8 

 
Table 1 shows the number of average requests and data 

transfer per day on each type of web servers. The LMS has 
the number of average requests per day lower than the other. 
On the other hand, its average data transfer per request is 
more than the other. The LMS workloads vary and are 
different by semester due to different courses and activities. 
The average SKRU LMS workload per hour on each 
weekday can be demonstrated in Figure 2. 

 

 
Figure 2: Comparison of the average SKRU LMS web workload per hour 

on each weekday 
 

In Figure 2, each weekday has different courses scenario 
and number of students. The maximum average workloads 
are 6,289 requests per second on Wednesday from 9.00 to 
10.00 and 5,915 requests per second on Sunday from 13.00 
to 14.00. As depicted in Table 2, we can presume that 
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course schedules and activities in a semester affect with the 
LMS web workload.  
 

Table 2 
Comparison of SKRU LMS web workloads from Semester 2/2010 to 

Semester 1/2011 
 

Workload/Semester 2/2010 3/2010 1/2011 
Avg. Requests/Day 22,994.87 3,921.57 39,458.90 

Avg. Bytes/Day (MB) 672.99 106.33 1,285.66 
Avg. Byte(KB)/Request 30.0 27.8 33.4 

 
In Table 2, the number of average requests per day in 

Semester 1/2011 is more than that of Semester 2/2010, 
reflecting increasing demands and interactions. Semester 
3/2010 has the least number as it is not a main semester. The 
activities of workload requests include presentation files, 
course e-books, self-examination and unpredictable course 
activities. The effects of unpredictable activities workload 
are presented in Figure 2.  

In Figure 3, we start with the workload of LMS in each 
semester and then present the workload of the SKRU 
academic web in order to compare the workload 
characteristics. Figure 3 shows a similar trend in the SKRU 
academic web workload characteristics of each weekday. 
The workload peeks from 9.00 to 16.00 every day.  

 

 
 

Figure 3: Comparison of the average SKRU academic web workload per 
hour on each weekday 

 
The SKRU academic web and LMS web servers obtain 

different characteristics, shown by the maximum, mean and 
standard deviation of workload per hour of each weekday. 
The LMS web provides an unpredictable workload from 
8.00 to 16.00, which is the classroom time. The highest 
numbers of LMS average requests per second in different 
times on different days vary unpredictably and seem not 
related with each other. On the other hand, the SKRU 
academic web shows a similar workload trend at the same 
time on each day. In this paper, we experiment by setting up 
predictable and unpredictable workload scenarios for testing 

our prediction approach later described in the section as the 
Adaptive-Feedback AR Model. 

 
C. Autoregressive Model 
Our prediction manager module employs the AR model to 

compute the future workload of the system. The main idea 
in the AR model [10],[11],[14] is described as follows: 

 

𝑋 𝑛 = 𝑎%𝑋 𝑛-𝑚 + 𝑎) + 𝜖(𝑛)
-

%./

 (1) 

 
where 𝑋(𝑛) is the future workload at time n, 𝜖(𝑛) is a white 
noise, and 𝑀 denotes the order of the AR model. The higher 
the order, the more accurate it is. The AR coefficients are 
𝑎%	and 𝑎) determined by the historical previous request 
values of the servers. The workload of which value, in our 
case, is decided based on the client request utilization. For 
this prediction, the future workload 𝑋(𝑛 + 1) at time n is 
based on the M number of previous historical values 
{	𝑋 𝑛 , 𝑋 𝑛-1 , … , 𝑋(𝑛-𝑀 + 1)} using the coefficients 
{𝑎/, 𝑎6, … , 𝑎-}	 and 𝑎).    

The model has been applied for a new load balancing 
scheme on the existing cloud services [8],[16]. In this work, 
we use the model for helping DNS round robin load 
balancing in a virtual data center system. 

The computation of the future workload for each time n 
requires a few hundreds of previous requests to the server. 
The value of future workload at n is calculated within a few 
milliseconds. This computational cost is rather low, and 
thus, applicable in real practices. 

 
D. Adaptive-Feedback AR Model 
In this paper, we propose a new approach for linear 

prediction by using integrated feedback loop control. An 
Adaptive-Feedback AR model is integrated with feedback 
for controlling the minimum value of the Root Mean Square 
Error (RMSE). We use a feedback control to detect and 
monitor the RMSE of real and predicted workloads. The 
autoregressive parameters of this model can be changed 
when the RMSE is close to the set-point in order to provide 
adaptive workload prediction. 

The basic idea of our workload prediction model can be 
summarized in Figure 4. The key parameters for adaptive 
prediction model include RMSE from the RMSE module, 
ibest which is the AR order, jbest which is the number of 
previous historical values and A[0..ibest] which is an AR 
coefficient matrix. The new model aims for less prediction 
error.

 

 
 

Figure 4: The process diagram of our Adaptive-Feedback AR model  
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In Figure 4, the general structure of our Adaptive-
Feedback AR model includes AR Model Generator, 
Autoregressive (AR) and RMSE modules. The AR Model 
Generator describes assumptions and contains the AR 
algorithm modified for finding new optimized parameters of 
AR as shown in Algorithm 1 that includes the order of AR, 
number of previous historical values and coefficient matrix. 
A workload value is the input of the RMSE module for 
calculating an RMSE with prediction values from AR when 
the RMSE is close to the set-point. RMSE data is then sent 
to the AR Model Generator. The AR used for estimating n 
steps ahead of the workload values to be sent to the Data 
Center Performance Allocator.    

In Algorithm 1, the Autoregressive (AR) Model 
Generator has two loops to find out a better root mean 
square error at the time t. In the first loop, we determine 
RMSE for the AR order from 2 to 16. In the second loop, we 
must start with the number of i on each round of the first 
loop and repeat the loop up to i = 40. The process inside the 
loop is the Revert AR method and RMSE test in j steps. If 
the value is lower than the previous RMSE, it replaces ibest, 
jbest and A[0..ibest] with i, j and A[0..i] of the round.  

 
Algorithm 1: Autoregressive (AR) Model Generator 
Input : array workload data (1-minute-interval) 
Output: AR order ibest, Previous values jbest and array regression coefficient 
A[0..ibest] 
/*Calculate 𝑎). . 𝑎9:;<:  for finding the minimized the Root Mean Square 
*/ 
1  Data[t] = Number of Requests at time t 
2  for  Order i  2 to 16 do  
3      for Previous Historical Value j Order(i) to 40 do  
4           A[0..i]  = Revert Autoregressive Method(i, j, Data[t]) 
5           Root Mean Square Error( j )  
6           If RMSE is minimum then 
7    ibest, jbest, A[1..ibest] ß i, j, A[1..i] 
8      end for 
9   end for 
/* A better RMSE at time t is ibest, jbest, A[1..ibest]*/ 
10  Return ibest, jbest, A[0..ibest]  
 

 
IV. RESULTS AND DISCUSSION 

 
We have applied the Adaptive-Feedback AR model and 

tested the system with the SKRU academic and LMS web 
workloads. We exploit the data during the period starting 
from November 22, 2010 to November 22, 2011 which is 
exactly one year and record only the control order and 
previous values which produce the least RMSE value in 
each minute interval as shown Figures 5 - 10 and then plot a 
24-hour graph of each day. Applying the proposed model on 
both types of SKRU webs, the results have achieved the 
RMSE values around 0 to 1. The objective of this result is to 
replace the range of order on the 2nd line and historical 
values on the 3rd line of the prototype AR model generator 
in Algorithm 1. 
 

A. Learning Management System (LMS) web  
In this session, we present the results of our model on the 

LMS web workload in Figures 5-7. The model has been 
tested applying the data of an LMS web with various 
requirements on each day and each time of the day. The 
optimized AR order is shown in Figure 5.   

In Figure 5, referring to the server usage in the LMS 
workload, it shows a continuous system usage only from 
around 8 a.m. to about noon. After 1 a.m., the usage has 

gradually decreased so that the AR order value is 
inconsistent. After 8 a.m., the best AR order values are in 
the range of 2-6 for the optimized previous historical value 
(requests) that can be calculated at the AR model generator 
as shown in Figure 6.  

In Figure 6, the result of the previous historical values 
after 1 a.m. also is inconsistent because it has lower usage or 
no request to the web server, similar to that of the AR order 
values. After 8 a.m., the optimized previous historical values 
are the best for AR model calculation, in the range of 10-25, 
during the period with low server usage that affects the 
prediction. On the other hand, in the day time, there are 
different usages on different weekdays. The prediction has a 
consistent result in the range of 15-25. The RMSE 
calculated from the AR order value and the previous 
historical values can be shown in Figure 7.  

 
 

Figure 5: Optimized AR order values of LMS web (1-mintue-interval) 
 

 
 

Figure 6: Optimized previous historical values of LMS web (1-mintue-
interval) 

 

 
 

Figure 7: RMSE values of LMS web (1-mintue-interval) 
 

In Figure 7, due to the period of lower usage or no usage, 
after 1 a.m., the results of RMSE are inconsistent. However, 
after 8 a.m., the RMSE is not more than 0.4, of which 
quality is a quite good; referring to the prediction accuracy 
that the better performance value for general web servers is 
in the range of 0.2-0.82 in [14]. Then, for the period with 
lower usage, after 4 p.m., the results of RMSE are not more 
than 0.2, of which quality is good in terms of the prediction 
accuracy, similar to the SKRU academic web workload 
during 1 a.m. to 8 a.m.  

0

5

10

15

0:
01

0:
48

1:
34

2:
21

3:
28

4:
51

6:
22

7:
08

8:
09

8:
54

9:
39

10
:2

4
11

:0
9

11
:5

4
12

:3
9

13
:2

4
14

:0
9

14
:5

4
15

:3
9

16
:2

4
17

:0
9

17
:5

4
18

:3
9

19
:2

4
20

:0
9

20
:5

4
21

:3
9

22
:2

4
23

:0
9

23
:5

4

A
R 

O
rd

er
Time ( 1 minute interval)

0
5

10
15
20
25
30
35
40
45

0:
01

0:
48

1:
34

2:
21

3:
28

4:
51

6:
22

7:
08

8:
09

8:
54

9:
39

10
:2

4
11

:0
9

11
:5

4
12

:3
9

13
:2

4
14

:0
9

14
:5

4
15

:3
9

16
:2

4
17

:0
9

17
:5

4
18

:3
9

19
:2

4
20

:0
9

20
:5

4
21

:3
9

22
:2

4
23

:0
9

23
:5

4

Pr
ev

io
us

 h
ist

or
ic

al
  v

al
ue

Time ( 1 minute interval)

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

0:
01

0:
48

1:
34

2:
21

3:
28

4:
51

6:
22

7:
08

8:
09

8:
54

9:
39

10
:2

4
11

:0
9

11
:5

4
12

:3
9

13
:2

4
14

:0
9

14
:5

4
15

:3
9

16
:2

4
17

:0
9

17
:5

4
18

:3
9

19
:2

4
20

:0
9

20
:5

4
21

:3
9

22
:2

4
23

:0
9

23
:5

4

RM
SE

Time ( 1 minute interval)



Adaptive Workload Prediction for Cloud-Based Server Infrastructures 

 e-ISSN: 2289-8131   Vol. 9 No. 2-4 133 

B. SKRU academic web 
In case of the academic web, the pattern is consistent for all 
weekdays. According to the Adaptive-Feedback AR model 
predictor, the AR order and the previous historical values 
can be shown in Figures 8-10.  
 

 
 

Figure 8: Optimized AR order values of SKRU academic web (1-mintue-
interval) 

 
In Figure 8, referring to the server usage in the SKRU 

academic web workload, it shows a similar system usage 
around 4-5 every hour of the day so that the optimized 
previous historical values (requests) can be calculated on the 
AR model generator as shown in Figure 9. 

In Figure 9, the results of the previous historical values 
are similar to that of the AR order values. After 8 a.m., the 
previous historical values are the best for AR model 
calculation, in the range of 15-20, during the period with a 
similar pattern of user requests. However, in the day time, 
the usages are similar on all weekdays. The RMSE 
calculated from the AR order values and the previous 
historical values can be shown in Figure 10. 

 
 

Figure 9: Optimized previous historical values of SKRU academic web (1-
mintue-interval) 

 
In Figure 10, due to the similar usage after 1 a.m., the 

results of RMSE values are better at 0.1. After 8 a.m., the 
RMSE is in the range of 0.3-0.6, of which quality is good in 
terms of the prediction accuracy resulting in a better 
performance with SKRU academic web workload. The 
RMSE values of the SKRU academic web are more than 
that of the LMS web workload. The RMSE result of the 
Adaptive-Feedback AR model is compatible with the similar 
pattern workload of the SKRU academic web as it is lower 
than the unpredictable workload of the LMS web.  

 

 
 

Figure 10: RMSE values of SKRU academic web (1-mintue-interval) 
 

V. CONCLUSION 
 
In our experiments, we have applied the new prediction 

approach based on autoregressive techniques set for 
predicting web server workload with feedback control for 
calculating the AR model parameters for the SKRU 
academic and LMS webs. Both webs differ in workloads 
and service requirements as analyzed within the 1-minute-
interval. The results show that the workload prediction 
applying RMSE is below 0.6. Referring to the RMSE values 
for workload prediction of a web server is in the range of 
0.2-0.82 in [14], our method is considered effective in case 
of continuous workload like the academic web. In case of 
inconsistent workload like the LMS web that varies 
unpredictably due to courses management and periodically 
in relation with the time of day, the suitable AR order value 
is in the range of 2-6 and previous historical value is in the 
range of 15-25. Owing to the determined values, we can 
narrow down the calculation set values of the AR model 
generator. As a consequence, the prediction speed is faster 
for controlling virtual machines in real time. The AR model 
parameters affect the accuracy of future workload prediction 
in the reality. Finding suitable parameters for each generic 
type is highly recommended. The ARIMA is an example of 
that using the simulated environment [19]. 
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