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Abstract—Rainfall prediction is an essential process to 
reduce loss of lives and properties. However, the accuracy of 
this prediction has been of many concerns in literature. 
Therefore, this paper proposed a model of rainfall prediction 
based on deseasonalising data and fuzzy time series concept. 
The historical data of rainfall distribution were collected from 
Drainage and Irrigation Department, Perlis Malaysia between 
January 2000 and December 2013. These data were analysed in 
order to determine the seasonal components using fuzzy time 
series as a medium. The study made use of deseasonalising 
rainfall data by employing fuzzy time series model in order to 
forecast the rainfall distribution. The model performance was 
evaluated by using statistical criteria of Mean Squared Error 
(MSE) and Root Mean Squared Error (RMSE). The obtained 
result was compared with several forecasting models in 
literature and it was found to be more accurate than others. 
Hence, this study demonstrates that fuzzy time series model is 
more suitable for the accurate prediction of rainfall 
distributions. 

 
Index Terms—Rainfall Distribution; Fuzzy Time Series; 

Forecasting; Deseasonalising. 
 

I. INTRODUCTION 
 

Every year, there is increase in the number of loss of life and 
damaged properties worldwide due to heavy rainfalls and 
floods [1]. This has led to many prediction studies such as 
studies [2,3,4,5,6,7]. For instance, in study [4], the 
researchers presented a model of rainfall prediction  based 
on polynomial regression while data were collected in 
Myanmar. Similarly study [5] proposed another prediction 
model based on nonlinear statistical ensemble using Particle 
Swarm Optimization (PSO) algorithm in order to predict 
short-range rainfall in Guangxi China. The study 
implemented neuro-fuzzy networks with the assimilation of 
multi-sensor information in order to achieve its objective of 
watershed rainfall forecast. In addition, study [2] presented a 
non-linear model of rainfall-runoff based on first-order 
Takagi–Sugeno fuzzy system. Likewise, study [7] was 
carried out in Bangkok Thailand where a rainfall forecasting 
model based on an artificial neural network was proposed.  

Although, these studies have explicitly depicted that it is 
possible to predict rainfall distribution. However, there is 
still concern about the accurate prediction of these studies 
[3,5]. In the same manner, it can be seen in the literature that 
there is limited application of fuzzy time series theory to 
forecast rainfall distribution. Meanwhile, due to the 
probability nature of rainfall distribution, study [8] argued 
that fuzzy time series will be the most suitable for 
predictions. Although study [8] employed fuzzy time series 
for rainfall predictions, however the study only implemented 

first-order time variant of fuzzy series model. The study was 
carried out on prediction of runoff rainfalls in the region of 
Ambikapur Chhattisgarh.  

Furthermore, it can be seen in literature that fuzzy time 
series theory have been used in various prediction studies 
such as studies [9-13]. Specifically studies [10,12] shows 
that fuzzy time series theory has been adopted to forecast 
the enrolment of student in universities and tourism demand. 
Similarly, studies [14-17] have reflected the application of 
fuzzy time series model in accurate prediction of 
phenomena in the entire literature. Thus, this present study 
implemented fuzzy time series theory in order to accurately 
predict rainfall distributions [8,9,15]. 

We briefly review the basic concept of fuzzy time series 
that were introduced in this study. If U is the universe of 
discourse, U = {u1, u2, …, un}, and if X is a fuzzy set in the 
universe of discourse U defined as follows: 
 

𝑋 = 𝑓$ 𝑢& 𝑢& + 𝑓$ 𝑢( 𝑢( + ⋯+ 𝑓$ 𝑢* 𝑢* (1) 
 
where 𝑓$  is the membership function of X, 𝑓$ : U à [0,1],  
𝑓$ (u1) means the grade of membership of ui  in the fuzzy set 
X, 𝑓$(ui) ∈ [0,1], and 1≤ 𝑖 ≤ n, the symbol “/ ” split the 
elements from the grades of membership in the universe of 
discourse U. Meanwhile “+	” indicates “union”.  

If Wa(t) (t = …, 0,1,2, …) is the universe of discourse and 
is the subset of Ra, let fuzzy set  xi(t) (i = 1,2, …) be 
described in Wa (t). Let Xa(t) be a collection of xi(t) (i = 1,2, 
…). Then, Xa(t) is called a fuzzy time series of Wa (t) (t = …, 
0, 1, 2, …). 

Then Xa is caused by Xa(t-1), indicated by Xa(t-1) à Xa, 
where this relationship can be represented by Xa = Xa(t-1) ° 
Ra(t, t-1), where the symbol “	° “ is a composition operator 
symbol of the Max-Min; Ra(t, t-1) is a fuzzy relation 
between Xa(t) and Xa(t-1) and is known as the first-order 
model of Xa(t). 

Whereas, Xa(t) be a fuzzy time series and also Ra(t, t-1) be 
a first-order model of Xa(t). If Ra(t, t-1) = Ra(t-1, t-2) for any 
time t, then Xa(t)  is known as a time-variant fuzzy time 
series. If Ra(t, t-1) is dependent on time t, in addition Xa(t) is 
known as a time-variant fuzzy time series. Then, the 
stepwise procedures follows define the fuzzy time series of 
Song and Chissom model. 
 
Step 1: The universe of discourse U is defined from the 

historical data. The smallest data value is assumed 
as Dmin and the largest data value is assumed as 
Dmax. Hence, the Universe U = [Dmin, Dmax]. 
Make sure that the Dmin and Dmax are in the 
whole number. 



Journal of Telecommunication, Electronic and Computer Engineering	

90 e-ISSN: 2289-8131   Vol. 9 No. 2-4  

Step 2: The universe of discourse U is divided into equal 
length of interval; u1, u2, …, un. Assign each of the 
interval with fuzzy set A1, A2, …, An.  

Step 3: Each of the fuzzy set Ai from step 2 is defined 
where if the fuzzy set are A1, A2, …, An, then the 
fuzzy set Ai, ∀𝑖 = 1,2, … , 𝑛 can be described as 
𝐴𝑖 = 𝑓78 𝑢& 𝑢& + 𝑓78 𝑢( 𝑢( + ⋯+
𝑓78 𝑢* 𝑢*.	 

Step 4: The historical data is fuzzify.  
Step 5: A suitable parameter 𝑣, where 𝑣 > 1, 𝑅=(𝑡, 𝑡 − 1) 

and predict the data as follow: 
𝑋𝑎 𝑡 = 𝑋𝑎 𝑡 − 1 °𝑅= 𝑡, 𝑡 − 1 , (2) 

where 𝑋𝑎 𝑡  indicates the forecast fuzzy data of 
year t, 𝑋𝑎 𝑡 − 1  indicates the fuzzified data of 
year t-1, and            

𝑅= 𝑡, 𝑡 − 1 , = 𝑋𝑎(𝑡 − 2)	×	𝑋(𝑡 − 1) 	∪
	𝑋(𝑡 − 3)	×	𝑋(𝑡 − 2) 	∪ 		…	∪ 	𝑋𝑎(𝑡 −

𝑤)	×𝑋(𝑡 − 𝑤 + 1), 
(3) 

where w is denoted as ‘model basis’ denoting the 
number of years before t, F(t) is the forecasting 
fuzzy of year t, "×"is the symbol of Cartesian 
product operator, and T is the transpose operator. 

Step 6: The forecasted output is determined. If the time 
series data	𝐴 𝑡 , ∀𝑖 = 1,2, … ,𝑚, then the forecast 
of 𝐹𝑎 𝑘 + 1  is obtained as 𝐹𝑎 𝑘 + 1 =
𝐴𝑖°𝑅, ∀𝑡 ∈ 1, 𝑛 ,			𝑖 = 1,2, … ,𝑚. 

Step 7: The forecast output is interpreted. Each of the 
forecasting value is defuzzified based on the 
centroid method. 

 
II. METHODOLOGY 

 
A. Data Collection  
The procedure followed for this study data collection can 

be summarized in Figure 1. 
 

 
 

Figure 1: Block diagram of rainfall distribution forecasting based on fuzzy 
time series concept 

 
Figure 1 shows the block diagram of rainfall distribution 

forecasting based on fuzzy time series concept. It started 
from the stage of data collection of rainfall distribution in 
Perlis Malaysia. Then, the historical data were 
deseasonalised. The deseasonalising rainfall data implied the 
forecast of rainfall distribution by using the fuzzy time 
series concept. Next, the model evaluation was done using 
three different models to compare. Model 1 was the 
proposed forecasting rainfall of fuzzy time series based on 
deseasonalising rainfall data, Model 2 was the forecasting 
rainfall of fuzzy time series based on actual rainfall data 
which have seasonal component while Model 3 was the 
Danni and Sharma Model. For the comparison Mean 
Squared Error (MSE) and Root Mean Squared Error 
(RMSE) were implemented in order to identify the most 
accurate model. 

B. An application of fuzzy time series concepts to 
forecast the rainfall distribution. 

In this section, the fuzzy time series concept was applied 
to rainfall distribution prediction in Perlis. The rainfall 
distribution data in Perlis were collected from Perlis’s 
Department of Drainage and Irrigation (DID) from January 
2000 until December 2013. Instead of meteorology 
department, the drainage and irrigation department Malaysia 
is assigned the responsibility of accounting for rainfall 
statistics in Malaysia. Table 1 summarized the 
deseasonalising rainfall statistics.  
 

Table 1 
Deseasonalising rainfall distribution data 

 

Month Actual Rainfall 
Data (mm) 

Deseasonalising 
Rainfall Data (mm) 

Sub 
Interval 

2000/01 71.47 71.17 S4 
2000/02 87.43 87.07 S5 
2000/03 189.97 188.94 S12 
2000/04 241.27 240.18 S16 
2000/05 209.10 208.24 S13 
2000/06 204.47 203.56 S13 
2000/07 127.27 126.25 S7 
2000/08 234.98 233.87 S15 
2000/09 247.23 245.78 S16 
2000/10 239.40 237.81 S15 
2000/11 266.83 265.47 S16 
2000/12 69.67 68.76 S4 
2001/01 170.53 170.23 S11 
2001/02 24.15 23.79 S2 
2001/03 175.60 174.57 S11 
2001/04 201.10 200.01 S13 
2001/05 121.30 120.44 S7 
2001/06 145.80 144.89 S9 
2001/07 79.90 78.88 S4 
2001/08 239.40 238.29 S15 
2001/09 143.81 142.36 S8 
2001/10 323.43 321.84 S18 
2001/11 172.45 171.09 S11 
2001/12 126.07 125.16 S7 

 
From the table, seasonal components which are also 

known as seasonal variation were analysed. The analysis 
reflected that there were regular fluctuation periods within 
the regulatory pattern as specified by the time intervals. For 
instance, the fluctuation are more pronounced when the 
analysed data were viewed within months and years [16]. In 
order to ensure accuracy of the model, the seasonal 
component were removed which is known as 
deseasonalisation [17,18]. Computed analysis on the 
seasonal components was presented in the second column 
on the table. Further details on the data analysis are hereby 
presented in seven different steps tagged as Steps 1-7. 
 
Step 1: The universe of discourse U from historical data 

was defined; U = [0,480].  
Step 2: The universe of discourse U was divided into eight 

intervals of linguistic value based on the Table 2 in 
first column.  

Step 3: The universe U from step 2 was re-divided to 
obtain sub-interval by identifying the frequency of 
rainfall data for every months, in each interval of 
linguistic value u1 till u8. Then, the frequency of 
interval was ranked from the highest to the lowest 
number of frequency. Table 3, shows the partition 
of equal length interval to sub-interval, Sj, from S1 
to S20.  

Collecting the rainfall 
distribution data in Perlis 

Deseasonalising of rainfall 
distribution data

Forecasting rainfall distribution 
by using fuzy time series 

method
Model evaluation by 
using MSE and RMSE 

Comparison of proposed model to 
others forecasting model
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Step 4: Each of the rainfall data were identified for their 
sub-interval. The result of the determination of the 
sub-interval was depicted on Table 1 in forth 
column, Sub-Interval 

Step 5: The rule of rainfall forecasting was determined 
based on the three types of rules and Table 4; 
Rule 1: This rule was valid only for the beginning 

of data, which were February and March 
2000. The previous two (2) month of data 
were needed. The prediction in February 
2000 was involved only in January 2000. 
Hence, if the (│(the subtraction of 
January 2000 and Zero (0) data)│ × 2 + 
𝑅K)  is in the sub-interval  𝑆M, then the 
rainfall forecasting go upward at the ¾ 
point of this interval; if (│(the subtraction 
of January 2000 and Zero (0) data)│/ 2+ 
𝑅K)  is in the sub-interval  𝑆M, then the 
rainfall forecasting go downward at the ¼ 
point of this sub-interval; if it is not the 
case, the rainfall forecast be the ½ point 
value of the corresponding sub-interval 𝑆M. 
Meanwhile, to forecast rainfall in March 
2000, if (│(the subtraction of February 
2000 and January 2000)│ × 2 + 𝑅K)  is in 
the sub-interval  𝑆M, then the rainfall 
forecasting go upward at the ¾ point of 
this interval; if (│(the subtraction of 
February 2000 and January 2000)│ / 2 + 
𝑅K)  is in the sub-interval  𝑆M, then the 
rainfall forecasting go downward at the ¼ 
point of this sub-interval; if it is not the 
case, the rainfall forecast be the ½ point 
value of the corresponding sub-interval 𝑆M.  

Rule 2: If (│ VOP& − VOP( − 𝑉KP𝟐 − 𝑉KP𝟑 	│× 2 
+ 𝑅K) falls in the corresponding interval 
𝑆M, then the rainfall forecasting go upward 
at the ¾ point of this interval; If (│ VOP& −
VOP( − 𝑉KP𝟐 − 𝑉KP𝟑 	│/ 2 + + 𝑅K) falls 
in the corresponding interval 𝑆M, then the 
rainfall forecasting go downward at the ¼ 
point of this interval; if it is not the case, 
the rainfall forecast be the ½ point value 
of the corresponding interval 𝑆M. 

Rule 3: If (│ VOP& − VOP( − 𝑉KP𝟐 − 𝑉KP𝟑 	│/ 2 + 
𝑅K) falls in the corresponding interval 𝑆M, 
then the rainfall forecasting go downward 
at the ¼ point of this interval; If (│ VOP& −
VOP( − 𝑉KP𝟐 − 𝑉KP𝟑 │ × 2 + 𝑅K) falls in 
the corresponding interval 𝑆M, then the 
rainfall forecasting go upward at the ¾ 
point of this interval; if it is not the case, 
the rainfall forecast be the ½ point value 
of the corresponding interval 𝑆M, 

Based on Table 4, 	𝑉K was current rainfall 
prediction (mm);	𝑉KP& is rainfall for a month before 
(mm); 𝑉KP( is rainfall for two month before (mm); 
and 𝑉KPT rainfall for three month before (mm). 
There were three types of rules to determine the 
trend of forecasting as described in Table 4. Each 
of the rules had their terms and conditions. Table 4 
shows how categorization was done using the rule 

of rainfall forecasting for each current prediction 
data. Based on Table 4, Equation (4) and (5) were 
used to apply starting from data April 2000 to 
December 2013. This was because the prediction of 
current rainfall data was involved in subtraction of 
3 month of the previous data.  
For example, the rule of the month of May 2000 
was calculated (the difference of rainfall data in 
April 2000 and March 2000) which were subtracted 
(the difference of rainfall data in Mac 2000 and 
February 2000). Then, the obtained result was 
positive values. Thus, the data for May 2000 were 
categorised as Rule 3. Meanwhile, the first month 
of January 2000 that was also the beginning of 
rainfall data collected were not been forecasted 
because there were no previous rainfall data. 
Consideration was made from February and March 
2000 for special case in forecasting parts of this 
consideration which were insufficient of three 
months of previous data. So, there are considering 
in Rule 1. 

Step 6: The trend of each rainfall data were identified 
based on the rules of forecasting in Step 5, whether 
it is in the downward, upward or middle trend. 
Table 5 shows the result of trend (third column) 
based on the rule of forecasting which further 
depicts the prediction of rainfall as deduced from 
the proposed model. 
Moreover, the result of rainfall distribution 
prediction was presented in Table 5 fourth column. 
The forecasting result were determined based on 
the trend gotten from the third column by 
employing rule of forecasting as stated in Step 5. 
The trends were found to be between middle, 
upward or downward.  

Step 7: The result of forecasting was evaluated by using 
two types of statistical criterion; Mean Squared 
Error (MSE) and Root Mean Squared Error 
(RMSE). The criterion to differentiate between a 
poor forecast model and good forecast model is call 
“error measure” [16,19]. Furthermore, MSE and 
RMSE were adopted as error measurement in order 
to obtain a more precise fuzzy time series model 
which can be more accurate than other previous 
prediction model in literature. Analysis used for 
MSE and RMSE were presented in Equation 6 and 
7. 
𝑀𝑆𝐸 =

1
𝑛 │

(𝐴𝑐𝑡𝑢𝑎𝑙	𝑟𝑎𝑖𝑛𝑓𝑎𝑙𝑙[ − 𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑒𝑑	𝑅𝑎𝑖𝑛𝑓𝑎𝑙𝑙[)(

𝐴𝑐𝑡𝑢𝑎𝑙	𝑟𝑎𝑖𝑛𝑓𝑎𝑙𝑙[

*

[`&

│ (6) 
𝑅𝑀𝑆𝐸

=
│(𝐴𝑐𝑡𝑢𝑎𝑙	𝑅𝑎𝑖𝑛𝑓𝑎𝑙𝑙[ − 𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑒𝑑	𝑅𝑎𝑖𝑛𝑓𝑎𝑙𝑙[)(│*

[`&

𝑛  (7) 

 
Table 2  

The equal length interval 
 

Equal length 
intervals Frequency Rank Re-divide 

u1=[0, 60] 23 3 3 
u2=[60, 120] 23 3 3 

u3=[120, 180] 52 1 5 
u4=[180, 240] 37 2 2 
u5=[240, 300] 19 4 4 
u6=[300, 360] 7 5 - 
u7=[360, 420] 2 7 - 
u8=[420, 480] 5 6 - 
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Table 3 
The sub-interval, Si 

 
Sj Range Si Range 
S1 u1,1 = [0, 20] S2 u1,2 = [20, 40] 
S3 u1,3 = [40, 60] S4 u2,1 = [60, 80] 
S5 u2,2 = [80,100] S6 u2,3=[100, 120] 
S7 u3,1 = [120, 132] S8 u3,2=[132, 144] 
S9 u3,3 = [144, 156] S10 u3,4=[156, 168] 

S11 u3,5= [168, 180] S12 u4,1=[180, 195] 
S13 u4,2= [195, 210] S14 u4,3=[210, 225] 
S15 u4,4= [225, 240] S16 u5 = [240, 270] 
S17 u6 = [270, 300] S18 u7 = [300, 360] 
S19 u8 = [360, 420] S20 u9 = [420, 480] 

 
Table 4  

The categorizing the rule of forecasting 
 

Calculation of rainfall data Rule of 
Forecasting 

𝑉K-&-𝑉K-( Rule 1 
VO-&-VO-( - VO-(-VO-T = +ve      (4) Rule 2 
VO-&-VO-( - VO-(-VO-T = -ve        (5) Rule 3 

 
Table 5 

The trend of rule of forecasting 
 

Month Deseasonalising 
Rainfall Data Trend Forecast 

value 
2000/01 71.17 - - 
2000/02 87.07 Middle 90 
2000/03 188.94 Middle 187.5 
2000/04 240.18 Middle 255 
2000/05 208.24 Middle 202.5 
2000/06 203.56 Middle 202.5 
2000/07 126.25 Middle 126 
2000/08 233.87 Middle 232.5 
2000/09 245.78 Middle 255 
2000/10 237.81 Middle 232.5 
2000/11 265.47 Middle 255 
2000/12 68.76 Middle 70 
2001/01 170.23 Middle 174 
2001/02 23.79 Middle 30 
2001/03 174.57 Middle 174 
2001/04 200.01 Middle 202.5 
2001/05 120.44 Middle 126 
2001/06 144.89 Middle 150 
2001/07 78.88 Middle 70 
2001/08 238.29 Middle 232.5 
2001/09 142.36 Middle 138 
2001/10 321.84 Middle 330 
2001/11 171.09 Middle 174 
2001/12 125.16 Middle 126 

Note: Middle is stand for ½ point value of trend 
 

III. RESULT AND DISCUSSION 
 
The result of this study analysis reflected three forecasting 

models as summarized in Table 6. Model 1 was developed 
based on deseasonalising rainfall data while Model 2 was 
based on actual rainfall data. These two models made used 
of fuzzy time series of rainfall forecasting while the third 
model was based on Dani and Sharma Model.  

The results obtained from MSE and RMSE on these 
models can be inferred from Table 6. It can be seen that 
Model 1 gave 47.24 and 6.87 of MSE and RMSE 
respectively. Meanwhile, in Model 2 higher values were 
obtained which were 76.47 and 8.74 for MSE and RMSE 
respectively. Similarly, trend was observed in model 3 were 
the values 128.81 and 11.35 obtained for MSE and RMSE 
respectively. This implies that Model 1 using 
deseasonalising rainfall data has the smallest error 
measurement compared with other two models. 

Hence, the proposed model shows highest accuracy of 
rainfall prediction with less error of forecasting. Therefore, 
this study concludes that the proposed fuzzy time series 
model based on deseasonalising rainfall data (presented as 
Model 1 in Table 6) is found to be more reliable and 
accurate.  
 

Table 6 
The result of rainfall forecasting 

 
Deseasonalising 

Rainfall Data Model 1 Model 2 Model 3 

71.17 - - - 
87.07 90 90 90 

188.94 187.5 187.5 187.5 
240.18 255 255 255 
208.24 202.5 202.5 195 
203.56 202.5 202.5 195 
126.25 126 126 127.5 
233.87 232.5 232.5 225 
245.78 255 255 270 
237.81 232.5 232.5 225 
265.47 255 255 255 
68.76 70 70 70 

170.23 174 174 172.5 
23.79 30 30 30 

174.57 174 174 172.5 
200.01 202.5 202.5 195 
120.44 126 126 127.5 
144.89 150 150 142.5 
78.88 70 70 70 

238.29 232.5 232.5 225 
142.36 138 138 142.5 
321.84 330 330 330 
171.09 174 174 172.5 
125.16 126 126 127.5 
MSE 47.24 76.47 128.81 

RMSE 6.87 8.74 11.35 
Note: Model 1 is proposed forecasting rainfall of fuzzy time series 
using deseasonalising rainfall data; Model 2 is proposed forecasting 
rainfall of fuzzy time series using actual rainfall data that have 
seasonal component; Model 3 is Danni and Sharma Model 
 

IV. CONCLUSION 
 
This study has been able to present rainfall prediction 

model based on fuzzy time series. The model was compared 
with two other models in the literature. One of the compared 
models was based on actual data of rainfall distribution 
based on seasonal component. The data shows the seasonal 
component and the process of removing these seasonal 
components which is deseasonalising. The result obtained 
depicts that the proposed model of fuzzy time series of 
rainfall forecasting based on deseasonalising rainfall data 
has the smallest MSE and RMSE compared to other two 
models compared. The lowest error measure of the proposed 
model made it to be more accurate and reliable than the 
other two. 
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