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Abstract—Average-entropy (AE) is an efficient early stopping 

criterion that is able to terminate early in a varying signal-to-

noise ratio (SNR) environment while suffering very little 

performance degradation. However, the performance of AE is 

only based on two code structures and depends on correct SNR; 

hence, the robustness of AE is still unknown, especially for other 

code structures and in incorrect SNR estimation. Thus, this 

paper presents the robustness test and analysis of AE based on 

the following parameters: frame size, code structure, channel 

reliability, and code rate. From the analysis, AE is capable to 

achieve good average iteration number performance for SNR ≤ 

0.5 dB while maintaining the BER performance in correct SNR 

estimation. AE can also operate well in constant estimated SNR= 

0 dB. However, AE suffers BER degradation for SNR > 0.5 dB 

both in correct SNR estimation and constant estimated SNR= 1 

dB. 

 

Index Terms—Turbo Codes; Iterative Decoding; Average-

Entropy; Stopping Criterion. 

 

I. INTRODUCTION 

 

The superior performance of turbo codes is largely due to the 

iterative nature of the decoding algorithm [1]. The turbo-

decoding principle requires an iterative algorithm involving 

two soft-input soft-output (SISO) decoders switching 

information with the aim of increasing the error correction 

performance with the decoding iterations [2]. Two suitable 

decoders are the maximum a posteriori (MAP) algorithm and 

the soft-output Viterbi algorithm (SOVA) [3]. The 

simplification of the decoding algorithm from MAP 

algorithm to log-MAP and its hybrid solutions can reduce the 

per-iteration complexity; however, the complexity of turbo 

codes remains substantial due to their iterative nature [4].  

Hence, the optimisation of iterative decoding can be 

achieved by developing early stopping criteria. The stopping 

criteria can curtail the unnecessary iterations by terminating 

the convergence iterations earlier [1] while also maintaining 

reasonable degradation in bit error rate (BER) performances 

[5]. This can minimise the complexity of turbo codes by 

reducing the iteration numbers and decreasing the delays 

caused by iterative decoding. Based on the entropy concept, 

authors in [6] proposed a metric called average-entropy (AE) 

stopping criterion to measure the average uncertainty of the 

estimated bits of each iteration. The advantage of AE is it 

achieves better average iteration number (AIN) performance 

in various signal-to-noise ratio (SNR) compared with existing 

stopping criteria, e.g. cross-entropy criterion [7], sign-change 

ratio [8], sum reliability [9], and zero-entropy detection [10]. 

The AE also shows the reasonable degradation in BER 

performance similar to that of the existing stopping criteria. 

However, the research on robustness of the AE in additive 

white Gaussian noise (AWGN) channel is insufficient, 

especially for the various code structures, code rates, frame 

sizes, and channel reliability. 

In addition, the research in [6] assumed correct channel 

SNR information or correct channel reliability (CCR) 

available at the receiver since AE requires three thresholds 

based on SNR information. However, operational 

environments can vary according to frame sizes, code 

structures, and channel reliability (CR) [11, 12], further 

aggravating the correct real-time threshold determination 

[11] and convergence or non-convergence detection [13-15]. 

Incorrect thresholds can cause too early a cessation of the 

iterative decoding by the stopping criteria or else could 

contribute to a need for extra iterations even though the 

decoder output is already converged. This situation will 

increase the error probability, additional computational 

complexity, and delay rather than the actual performance of 

the stopping criteria with the correct threshold. 

Thus, this paper will investigate and test the robustness of 

AE by analysing and comparing its performance with Genie 

stopping criterion in terms of AIN and BER. The rest of this 

paper is organised as follows. The stopping rules of AE and 

its algorithm are given in Section 2. Then, Section 3 describes 

the details of the parameters for robustness test and present 

the simulation results in Section 4 to compare the AE 

performance with Genie. Finally, the concluding remarks are 

given in Section 5. 

 

II. AE STOPPING CRITERION 

 

In [6], a metric was proposed for measurement of the AE 

of the soft decoder output for each iteration. This method was 

based on the a posteriori AE that had been applied in ZED 

[10]. The AE metric was used to describe the decoder's 

uncertainty for the estimated bits; the smaller this metric was, 

the higher the probability that the estimated bits were correct. 

This metric has a close relation to the BER estimator, as the 

trend of the AE variation graph was consistent with the BER 

variation graph. A long offline stage was needed to obtain the 

AE and BER variations according to different noise levels. 
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Three thresholds were determined according to low, turning 

point (TP) or medium and high SNR regions from the AE and 

BER variation graphs, as shown in Table 1. The measurement 

for TP and the thresholds were based on turbo codes of N = 

400, g = (7, 5) K = 3 and R = 1/3; this code was tested on the 

AWGN channel. In the online stage, the specific threshold 

values for different SNR ranges were used with AE stopping 

criterion to halt iteration in various SNRs. 
 

Table 1  

The low, TP and high SNR values with the respective thresholds 

 

SNR region SNR value (dB) Threshold 

Low SNR < 0.8 Th1 = 10-3 

TP/Medium 0.8 ≤ SNR < 1.2 Th2 = 1.5 ×10-3 
High SNR ≥ 1.2 Th3 = 2.5 ×10-3 

 

The AE algorithm and stopping process are discussed as 

follows: 

During the online stage, entropy of the LLR output of the 

I-the iteration is computed as: 
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The AE per bit is then computed, as follows: 
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At the termination stage, the SNR values from the SNR 

estimator are compared. If the SNR value is within the low 

SNR region (see Table 1), the difference between AE for two 

consecutive iterations ( )( ( ))i

avH z s  is computed as in (4). The 

iterative decoding is stopped when ( ) ( )i

avH z s  is equal to or 

smaller than a Th1, as given by (5): 

 

( ) ( 1) ( )( ) ( ) ( )i i i

av av avH H H  z s z s z s  (4) 

( )

1( )i

avH Th z s  (5) 

 

If the SNR value is under TP or within the high SNR 

region, the iterative decoding is terminated when ( ) ( )i

avH z s  is 

equal to or less than Th2 and Th3, respectively. This is shown 

by (6) and (7) for TP and high SNR values, respectively. 
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III. ROBUSTNESS TEST PARAMETERS 

 

In order to validate the performance of a stopping criterion, 

usually, a benchmark stopping criterion such as Genie or 

fixed iteration stopping criterion was used. Genie criterion is 

useful for establishing an unbeatable performance benchmark 

against which the other stopping criteria are measured. In the 

Genie stopping technique, the decoder is required to know all 

the transmitted bits and stops the decoding process when all 

the bits are correctly decoded. The stopping criterion is only 

suitable for implementation in offline-stage simulations and 

cannot be implemented for real-time applications because it 

is impossible for the receiver to know the exact value of the 

transmitted bits. 

Table 2 shows the four parameters for robustness test, 

which include the frame size, CR, code structure (consisting 

of constraint lengths and generator polynomials), and code 

rate. The frame sizes were divided into three categories: 

small, medium, and large frames, representing the sizes of N 

= 100, 1000, and 10000, respectively. A correct channel 

reliability (CCR) and constant estimated channel reliability 

(CECR) were assumed throughout the robustness test. The 

channel reliability value (Lc) was set to 2/σ2 for CCR, Lc = 2 

(equal to SNR = 0 dB) and Lc = 2.52 (SNR = 1 dB) for CECR 

[16-19]. Three types of generator polynomials were used: g1 

= (7, 5), K1 = 3; g2 = (15, 17), K2 = 4; and g3 = (37, 21), K3 = 

5, which are optimum for maximising the minimum free 

distance of the component codes [13, 20]. Both codes were 

punctured (R1 = 1/2) and unpunctured (R2 = 1/3) to test the 

capability of stopping criteria on the code rate factors. 

One million random binary data were generated and passed 

to the turbo encoder. The encoder output was modulated by 

binary phase shift keying (BPSK) and passed through the 

AWGN channel. At receiver, the BPSK data was 

demodulated and decoded by log-MAP decoder with 

maximum iteration, imax = 7. The robustness test began by 

selecting the robustness factors and the parameters involved 

(e.g: fixed and tested parameters for frame size). The same 

steps were repeated for other parameters and robustness 

factors. 
 

Table 2  

Parameters for robustness test 

 

Robustness 
factor 

Fixed parameter Tested parameter 

Frame size (7, 5, 3); R=1/2; CCR 100; 1000; 10000 

CR (7, 5, 3); R=1/2, N=1000 CCR; CECR 

Code structure CCR; R =1/2; N=1000 
(7, 5, 3)); 

(15, 17, 4); 

(37, 21, 5) 

Code rate CCR; (7, 5, 3); N=1000 1/2; 1/3 

 

IV. RESULTS AND DISCUSSION 

 

This section presents and evaluates the effects of 

robustness factor on the performance of AE based on the AIN 

and BER. The performance of AE is compared with the Genie 

stopping criterion in terms of its proximity between the two. 

The four robustness factors effect was discussed in its sub-

section. 
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A. The Effect of Frame Size on AE 

The effects of frame size on AIN of AE performances are 

plotted in Figure 1. AE with N = 100, 1000 and 10000 are 

able to terminate early at low SNRs with minimum AIN = 2, 

2.2 and 2.5, respectively. Meanwhile, the AIN for AE with N 

= 1000 and 10000 are seen outperforming the AIN of the 

respective Genie at high SNRs. This led the lower AIN to be 

even lower than the benchmark, while N = 100 requires an 

addition of at least 0.8 AIN as compared to the respective 

Genie. 
 

 
 

Figure 1: The effect of frame size on AIN of AE. [Dotted line: Genie, solid 

line: AE] 

 
 

Figure 2: The effect of frame size on BER of AE. [Dotted line: Genie, solid 
line: AE] 

 

The effects of frame size on BER of AE performances are 

depicted in Figure 2. At low SNRs, all the frame sizes are able 

to maintain the BER performances. However, the insufficient 

AIN at high SNRs causes a penalty in BER performance for 

N = 1000 and 10000. Furthermore, at this stage, the difference 

with a BER of AE is quite large, approaching to 1.2 dB at 

BER = 2×10-4. This indicates that the termination in AE is 

only suitable for a small frame size (N = 100) whereas for N 

= 1000 and 10000, AE is unable to detect the correct 

convergence output. Due to this, AE makes the turbo decoder 

experience a false-alarm situation and causes the decoder to 

stop too early even though the decoder output is still reliable. 

From the result at low SNRs, AE terminates early at low 

SNRs while maintaining the BER performance for all frame 

sizes. When referred to the results at high SNRs, AE is more 

likely to be robust to small frame sizes for various SNRs 

whereas it appears to be experiencing a false alarm and 

generating a penalty in BER performance for medium and 

large frame sizes. 

 

B. The Effect of CR on AE 

The effects of the CR on AIN of AE are shown in Figure 3. 

At low SNRs, CCR and CECR with the value of Lc = 2 for 

AE are able to terminate early, but the CECR with Lc value 

of 2.52 reaches the maximum iteration number, as well as the 

Genie. However, AE with the CECR, Lc = 2.52, shows a good 

performance at high SNRs compared to others. In fact, AE 

with Lc = 2 shows the worst AIN reading even when 

compared with Genie. Meanwhile, AE with CCR performs 

slightly better than Genie. 
 

 
 

Figure 3: The effect of CR on AIN of AE. [Dotted line: Genie, solid line: 

AE] 

 

 
 

Figure 4: The effect of CR on BER of AE. [Dotted line: Genie, solid line: 

AE] 

 

The AE is able to maintain the BER performance from a 

low SNR to SNR = 1.0 dB for all CR as shown in Figure 4. 

At SNR > 1.5 dB, however, the extra AIN required by AE of 

CECR with Lc = 2 has the effect of making the BER 

performance better than AE with the other CR requirements. 

In fact, its performance is close to the Genie with all CR 

requirements. Though CCR and CECR with Lc = 2.52 give a 

small AIN, the poor BER performance occurred at high SNRs 

where the BER tends to flatten due to error floor. This 

incident is caused by the threshold values in AE, where it only 

calculated the BER variation until 1.5 dB. Therefore, it makes 

the threshold only adopted between the specific ranges. The 

problem can be solved by measuring the threshold for higher 

SNR values. The BER of AE of CCR with Lc = 2 seems a 

better choice at high SNRs even though it requires a slightly 

higher AIN than the AE with the other CR requirements. 
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C. The Effect of Code Structure (g and K) on AE 

In general, the effects of code structures to the AIN of the 

AE most likely are the same for different parameters, as 

depicted in Figure 5. At low SNRs, AEs are able to terminate 

early as compared to maximum iteration in Genie. Elsewhere, 

AE performed according to the Genie at high SNRs and with 

slightly reduced AIN. In comparison to the respective code 

structures, (g1, K1) requires more AIN, followed by (g2, K2) 

and (g3, K3) for all SNR environments. 
 

 
 

Figure 5: The effect of code structure (g and K) on AIN of AE. [Dotted 
line: Genie, solid line: AE]  

 

 
 

Figure 6: The effect of code structure (g and K) on BER of AE. [Dotted 

line: Genie, solid line: AE]  

 

Figure 6 depicts the effect of code structure on the BER of 

AE. At low SNRs, all of the code structures are able to 

maintain the BER performance; however, this is not the case 

at high SNRs. The BER performance degrades significantly 

as compared to Genie, which exceeds 1 dB for SNR ≥ 1.5 dB. 

The result suggests that AE can terminate early at low SNRs 

while maintaining the BER performance for all code 

structures. In contrast, AE generates a penalty in BER 

performance for various code structures for SNR ≥ 1.5 dB. 

 

D. The Effect of Code Rate on AE 

Figure 7 shows the AIN with different code rates, where R1 

> R2. In general, the AE with higher code rate, R1 is able to 

terminate early with smaller AIN at low SNRs as compared 

to Genie. At high SNRs, the AIN for AE and Genie are the 

same with respect to the same code rate. The AIN of AE, 

interestingly, is higher for the low code rate at low SNRs 

while it is higher for the high code rate at high SNRs. 
 

 
 

Figure 7: The effect of code rate on AIN of AE. [Dotted line: Genie, solid 

line: AE]  

 

 
 

Figure 8: The effect of code rate on BER of AE. [Dotted line: Genie, solid 

line: AE] 
 

However, the comparable AIN results for AE to the Genie 

does not retain for the BER performance. The AE with both 

R values, failed to maintain the BER performance at the level 

of the respective Genie at high SNRs compared to low SNRs, 

as shown in Figure 8. The BER degradation for AE for both 

R values increases with an increase in SNR values and 

approaching to 1.25 dB at BER = 2×10-4. From the result, it 

can be seen that AE is able to terminate early at low SNRs 

while maintaining the BER performances for different code 

rates. However, there is a decrease in BER performance at 

high SNRs values for various code rates. 
 

V. CONCLUSIONS 

 

This paper presented the performance analysis of AE in 

determining its robustness in turbo iterative decoding. AE 

exhibits a good AIN performance at low SNRs and 

comparable performance to Genie at high SNRs. However, 

the AIN savings at high SNRs cannot maintain the BER 

performance. There is a trade-off when it comes to using AE 

at high SNRs that makes the turbo decoder experience false-

alarm situation and causes the decoder to stop too early even 

though the decoder output is still reliable. Thus, the 

degradation of BER performances must be weighed against 

the excellent saving in AIN performance for all robustness 

factors. However, AE can be an alternative stopping criterion 

for SNR ≤ 0.5 dB in a varying SNR environment. 
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