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Abstract—The application of Bees Algorithm in wrapper 

feature selection (BAFS) has been implemented but yet too far 

from perfect and has few weaknesses. The algorithm performs 

combination of exploitative neighbourhoods and random 

explorative search. This creates a heavy computational time, 

and in the same time could affect the overall accuracy subset 

selection. To rectify this issue, a double-bridge move proposed 

and benchmark dataset have been used to determine the 

performance of the proposed method. The obtained results from 

the experiment confirmed that the proposed extension of the 

search neighbourhood have provided better accuracy with 

suitable time than the original BAFS. 

 

Index Terms—Wrapper Feature Selection; Local 

Neighbourhoods Search; Data Mining. 

 

I. INTRODUCTION 

 

Generally, feature selection (FS) can be viewed in two main 

approaches known as ‘Wrapper’ and ‘Filter’. Filter is faster 

but less accurate and it is computationally intensive than the 

Wrapper approach [9, 16]. A comparative analysis of these 

approaches is important to understand their accuracy and 

efficiency. A learning algorithm with the optimisation that 

uses the Wrapper approach incorporates an optimisation tool 

and evaluates a model, whereas the filters approach are 

similar to wrappers in the search approach, but instead of 

evaluating against a model, a simpler filter is evaluated. In the 

other words, inductive algorithms are used by wrapper 

methods as the evaluation function whereas filter methods are 

independent of the inductive algorithm [10]. In the context of 

FS, the Wrapper approach is one of the most widely used 

approaches due to its adequate results and efficiency in 

handling larger and more complex dataset as compared to the 

Filter approach [22]. However, it is an expensive technique 

as it involves a complex process of building a classifier with 

hundreds of items to evaluate one feature subset and 

dispensing huge numbers of features [6, 20]. Examples of the 

use of the Wrapper and Filter approaches are [16] and [2, 21] 

respectively. According to Schiezaro [19], the Wrapper 

approach achieves relatively superior results than Filter. 

While working through these optimisation problem, one 

commonly used techniques is bio-inspired such as the Bees 

Algorithm (BA) due to their robustness, simplicity, and 

efficiency [3, 11]. It represents one of the fundamental search 

techniques and is based on the food foraging activities of 

bees. In order for the BA to compete successfully with other 

optimisation algorithms, it is important to analyse the issues 

and challenges faced by the same. One of the main issues of 

the BA is the long computational time required during the 

process. The BA features a neighbourhood search where each 

bee is assigned to a number of random sites. For selecting the 

bees that can produce the best solution, BA calculates the 

fitness of each site. The selected bees are then assigned to the 

group of the most efficient bees known as “elite” bees. This 

further consumes more computational time. 

An improvement of the BA is needed to avoid repetitive 

neighbourhood search as well as to reduce the total 

computational time and lack of accuracy. In order to 

overcome these limitations, the current study uses the 

Wrapper approach for optimisation. It also develops 

extension of swapping mechanism while combining 

extension of swapping mechanism for a faster and better 

solution [13, 18]. The purpose of extension approaches is not 

only to accelerate processing but also to maintain the abilities 

to overcome the drawbacks of the local optimal solution. The 

study aims to evaluate the proposed approach in terms of 

accuracy and time, and compare the results with original 

BAFS that was done by [2]. With data being available 

massively across the globe, some of it may be of inaccurate 

formatting or missing attribute [2]. Recent years have 

witnessed the accessibility to high-dimensional data on the 

Internet on a larger scale [13, 16]. These data contain large 

number of features which can be relevant, irrelevant, and 

redundant [5, 8]. In addition, the availability of massive data 

represents a challenge for analysing them [1, 15]. These data 

consume relatively more time and lack accuracy during the 

KDD process [8, 20, 22]. 

 

II. BEES ALGORITHM FEATURE SELECTION 

 

The primary objective of FS is to improve performance 

including learning and accuracy. Moreover, it generates a 

lesser m number of features of the original data N where m < 

N, m ≠ 0. As feature dimensionality is reduced, fewer features 

will be evaluated causing less computational time and thus 

faster learning.  

 

A. Wrapper BAFS  
The Wrapper FS local search uses the BA are based from 

the idea of mutation exist in genetic algorithm. BA itself does 
not have a special mechanism in findings best local search in 
identifying best or right combination of selected features. Due 
to that, and motivated from the genetic algorithm genetic 
operation, the same idea is adopted this work in the same way 
the genetic algorithm works within the chromosome. This is 
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also to ensure that dispersions of selection in identify best 
possible features combination. 

The proposed method uses multilayer perceptron (MLP) 
networks as learning algorithms to guide FS in the form of 
feedback to the selection process as to how well a given set 
of features characterises patterns from various classes [2]. For 
the FS process, the method requires a dataset comprising of 
patterns, each with Nt features. All the patterns used in the 
training set are of known classes. Based on the original 
dataset, new dataset is constructed in which patterns only 
have a subset of the original features. In other words, a pattern 
in a new dataset will have Ns features (1 ≤  Ns ≤ Nt) selected 
from the original set of Nt features [2, 17].  

The proposed algorithm will start with the parameter 

initialisation phase that includes the following parameters: 

the total number of Bees (n), the total number of “elite” Bees 

(e), the number of sites selected for neighbourhood search 

(m), the number of Bees around selected location (nsp), and 

the number of Bees around each “elite” locations (nep). 

Setting of these parameters is already discussed in the 

previous Section [2]. 

The initialisation process will generate subset features for 

each bee – feat1, feat2, … , featn. This phase generates 

random subset features and calculates the total MSE and 

fitness, based on Equation 1. 

 

 (1) 

 

B. BAFS Local Search Mechanism 

Feature in BAFS is organized into 2 main parts namely 

selected feature and fitness selected feature. Representation 

of a feature subset in the BAFS requires individual feature 

representation. As a result, each feature is represented in 

binary form. Bit ‘1’ indicates the selection of a particular 

feature of the whole feature set, or else it will be ‘0’. For 

example, if the total number of the original features is 8, and 

only 7 of them are selected and a few representations of the 

new subset features are generated, it will use: a) ‘01111111’ 

which means that the first feature from the total of the original 

features will not be selected and b) ‘1111110’ which means 

that only the first seven features are selected. To extend this 

mechanism, a few bit search mechanism that have been 

introduced in [13] including simple swap, 2-Opt, and 3-Opt. 

 

III. EXPERIMENTAL OF 4-OPT LOCAL SEARCH 

 

A. 4-Opt Search for BAFS 

The general structure of the proposed Wrapper FS method 

will be discussed in this section. Wrapper FS using the BA on 

dataset will describe in the rest of this section. As mentioned 

in the previous section, the proposed method uses MLP 

networks as learning algorithms to guide FS in the form of 

feedback to the selection process as to how well a given set 

of features characterises patterns from various classes [2]. For 

the FS process, the method requires a dataset comprising of 

patterns, each with Nt features. All the patterns used in the 

training set are of known classes. Based on the original 

dataset, new dataset is constructed in which patterns only 

have a subset of the original features. In other words, a pattern 

in a new dataset will have Ns features (1 ≤ Ns ≤ Nt) selected 

from the original set of Nt features [16]. 

 

 
 

Figure 1: Simplified overall process flow of the BAFS 
 

A bee represents a subset of Ns features that can be 

uniquely identified by a binary string (e.g. 010110111) where 

the total number of bits is Nt and the total number of non-zero 

bits is Ns. The position i (1 ≤ i ≤ Ns) of a bit along the string 

indicates a particular feature. If a feature is selected to form a 

new dataset, the corresponding bit is 1. Otherwise, it is zero. 

FS starts with the random generation of a population of 

binary strings (or bees). For each string, a new dataset is 

constructed using the selected features specified in the string. 

The training data of the dataset are used in training an MLP 

whereas the remaining data or the test data are employed to 

evaluate the classification accuracy of the trained MLP. 

Figure 2 shows the FS method of the Bees Algorithm. 

The 4-Opt search approach (in literature known as) is an 

extension to simple swap, 2-Opt, and 3-Opt operators. In the 

cases of the simple swap and 2-Opt operator, there is only one 

way to reconnect the tour fragments after deleting the two 

selected edges [2, 7]. The 3-Opt operator chooses the best 

triple edges that are not yet connected to the current tour [14]. 

In contrast, the 4-Opt is used as the perturbation technique, 

and a stochastic 2-Opt is used as the embedded local search 

heuristic. The 4-Opt move involves partitioning a 

permutation into 4 pieces (a, b, c, d) and putting it back 

together in a specific and jumbled ordering (a, d, c, b) in the 

TSP problem [4]. 
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Figure 2: Simplified overall process flow of the BAFS 
 

Therefore, this method can be termed as an extension from 

the previous methods proposed in [17]. For this, reference 

points are generated randomly at L1, L2, L3 and L4 where L1 

> L2 > L3> L4. Feature values at index L1, L2, L3 and L4 (FL1, 

FL2, FL3 and FL4, respectively) use a 2-Opt-based operation as 

two sequential parts. The process is implemented by 

swapping the feature values at indices L1 (FL1) and L2 (FL2) as 

the first part and L3 (FL3) and L4 (FL4) as the second part. The 

swapping process continues with (FL1 + 1= FL2-1) and (FL3 + 

1= FL4-1) until (L1 and L2) and (L3 and L4) have the same 

value. Figure 2 represents a simple example of this 4-Opt-

based operation. Figure 3 shows the pseudo code of 

neighbourhood procedure of FS in the modified BA by 4-Opt 

operation and mutation. 
 

 
 

 

 
 

Figure 3: Pseudo code of the proposed integrated 4-Opt Local Search 

 

B. Data Collection and Analysis 

The datasets in this work comes are from the University of 

California at Irvine (UCI) repository [12] including from 

fields as varied as Pima Indians Diabetes, Wine, Hepatitis, 

SPECT Heart, Ionosphere, Soybean and Lung-cancer. 

Summary of the chosen Pima Indians datasets as describe in 

Table 1. A few motivations on why these datasets have been 

chosen mainly due to total number of features of the datasets 

are more than 8 features. And the data themselves are in real 

or integer datatype. 
Table 1  

Summary of Datasets Used from UCI Dataset 
 

No Dataset Name 
Number of 

Feature 
Number of 

Instance 
Data Type 

1 
Pima Indians 

Diabetes 
8 768 Integer, real 

2 Wine 13 178 Real 

3 Hepatitis 19 155 
Categorical, 

integer, real 
4 SPECT Heart 22 267 Continuous 

5 Ionosphere 34 351 Continuous 

6 Soybean 35 47 Real 
7 Lung-cancer 56 32 Integer 

 

For this purpose, the fitness is calculated based on equation 

that has been proposed in [13] as showed in Equation 2. 

 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =
1

𝑘1×𝑀𝑆𝐸 + 𝑘2×
𝑁𝑠
𝑁𝑡

 
(2) 

 

C. Parameters Settings 

As been mentioned earlier, MLP has been used in this work 

for evaluation. Standard setting by many been used for MLP 

is adopted. For this, only 1 hidden layer is used, with desired 

error 0.001, learning momentum 0.1, learning rate 0.3, 

number of epoch 500 and standard 10 accuracy cross-

validation.  

In the same time, the BA standard configuration setting is 

also been adopted from [13]. For this total number of scout 

bees n is 25, number of bees for best elite site nep=15, number 

of bees recruited of selected sites, nsp=20, number of bees for 

elite sites, e=2, number of sites for neighbourhood, m=5. 

Furthermore, the fitness is calculated based on Equation 2. 

 

IV. RESULTS AND DISCUSSION 

 

A. Speed Improvement 

Table 2 shows that the extension had overcome its 

counterparts clearly in term of time than the original approach 

with the following datasets: Pima Indians Diabetes, Wine, 

Hepatitis, SPECT Heart, Ionosphere and Soybean. However, 

same result is obtained from Lung-cancer dataset. Figure 4 

indicates that BAFS works well with the proposed extension 

and in the same time the accuracy.  
 

Table 2  

Summary of performance of each dataset 
 

Datasets Name 
# Selected 

Feature a 
MSE Fitness b 

Time 

(sec.) 

Acc. c 

(%) 

Pima Indians 
Diabetes 

2/8 0.0000 0.7999 50.3 67.0 
3/8 0.0000 0.8888 44.4 75.5 

Wine 
4/13 0.1645 0.6793 52.8 93.8 

4/13 0.1469 0.6874 52.6 91.6 

Hepatitis 
7/19 0.4303 0.5404 34.9 82.6 

6/19 0.4619 0.979 32.4 85.1 

SPECT Heart 
7/22 0.1941 0.6612 29.1 79.4 
7/22 0.1981 0.6595 27.2 83.8 

Ionosphere 
12/34 0.0000 0.7390 146.1 92.3 
13/34 0.0001 0.7390 130.6 91.5 

Soybean 
11/35 0.0034 0.7590 28.4 100 

10/35 0.0044 0.7745 25.5 100 

Lung-cancer 
24/56 0.0600 0.6882 17.0 46.9 

24/56 0.0003 0.7347 17.0 50.0 
 

aTotal number of selected feature. For example 4/12 means 4 out of 12 total features 

have been selected. 

For (itr=1 to maxRun){ 

  If (totalFeat > 2totalFeat  -2 )  

     stop process 

  For (i=1 to m) { 

     If (totalFeat > 2totalFeat  -2)  

        stop process 

     For (j=1 to recuited bee) { 

        If (totalFeat > 2totalFeat  -2)  

           stop process 

        Do 4-Points-swap(F i ) 

        Do SimpleMutation(F i ) 

        If feat new is not exit,  

           save in tabu list 

        Evaluate and calculate feature, 

F new 

        If fitness F new <= Ft  

           i save feature, new F 

    } 

  } 

} 
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bFitness values obtained based on Equation 2.  
cAccuracy obtained number of accurately classify using MLP in WEKA. 

 

 

Figure 4: Maximum Accuracy and Minimum Time for Original and 

Extension Methods on Different Numerical Dataset 

 

B. Accuracy Improvement 

It can also be noted from Figure 4 that classification 

accuracies comparable with those for the full-feature cases 

were achieved despite large reductions in the number of 

features. This confirms the ability of the proposed method to 

choose informative features.  This study has empirically 

shown in Table 3, that the effect of applying proposed 

extension. The accuracy and time of the algorithm were 

computed with absolute differences of the best results. This 

table also shows that majority of the test dataset produce 

results that closer to 90%.  
 

Table 3   

Summary of performance of each dataset 
 

Datasets 

Name 

# Selected 

Feature a 
MSE Fitness b 

Time 

(sec.) 

Acc. c 

(%) 

Wine 
4/13 0.1641 0.6794 49.56 91.6 

2/13 0.1372 0.7745 43.45 78.65 

SPECT 
Heart 

6/22 0.2069 0.6758 30.54 93.75 
4/22 0.2036 0.7217 24.44 80.00 

Ionosphere 
12/34 0.0000 0.7390 136.28 92.30 

12/34 0.0001 0.7390 120.09 87.17 

Soybean 
10/35 0.0044 0.7745 25.53 100 

10/35 0.0401 0.7545 23.45 95.74 

Lung-
cancer 

19/56 0.0116 0.7603 16.97 62.50 
24/56 0.0305 0.0250 14.59 53.12 

 

aTotal number of selected feature. For example 4/12 means 4 out of 12 total features 

have been selected. 
bFitness values obtained based on Eq. 2.  
cAccuracy obtained number of accurately classify using MLP in WEKA. 

 

V. CONCLUSION 

 

An enhancement to neighbourhood local search and 

parameter numbers are represented in the BAFS. An 

extension operator 4-Opt and combination methods are 

introduced to reduce time consuming and increase the 

accuracy. 

From the overall measurement results obtained, it can be 

noted that classification accuracies and time execution 

comparable with those for the full-feature cases were 

achieved despite large reductions in the number of features. 

This confirms the ability of the proposed method to choose 

informative features. This study has empirically shown the 

effect of applying proposed extension and their combination 

of numerical dataset.  

In this study, the validation of the result depends on two 

metrics: speed and accuracy. This determined by comparing 

the result was obtain between original methods from the 

original BAFS and the extension proposed of swapping 

mechanism of BAFS. Finally, the experimental results 

obtained confirmed that the proposed extension of the search 

neighbourhood that include 4-Opt and their combination 

approaches have provided better prediction accuracy with 

suitable time than the original BAFS.  
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