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Abstract—Stereo matching is one of the methods in computer 

vision and image processing. There have numerous algorithms 

that have been found associated between disparity maps and 

ground truth data. Stereo Matching Algorithms were applied 

to obtain high accuracy of the depth as well as reducing the 

computational cost of the stereo image or video. The smoother 

the disparity depth map, the better results of triangulation can 

be achieved. The selection of an appropriate set of stereo data 

is very important because these stereo pairs have different 

characteristics. This paper discussed the performance analysis 

on stereo matching algorithm through Peak Signal to Noise 

Ratio (PSNR in dB), Structural Similarity (SSIM), the effect of 

window size and execution time for different type of techniques 

such as Sum Absolute Differences (SAD), Sum Square 

Differences (SSD), Normalized Cross Correlation (NCC), Block 

Matching (BM), Global Error Energy Minimization by 

Smoothing Functions, Adapting BP and Dynamic 

Programming (DP). The dataset of stereo images that used for 

the experimental purpose is obtained from Middlebury Stereo 

Datasets.  

 

Index Terms—Stereo matching; Disparity depth; Dynamic 

Programming; 3D imaging. 

 

I. INTRODUCTION 

 

Stereo matching of image and video processing is one of the 

most important studies in stereo vision. Nowadays, there are 

many studies that have been conducted on the stereo 

matching algorithm. One of the most widely studied 

regarding the stereo matching that has been used as a 

reference is the Scharstein and Szeliski (2001) [1], that 

categorizes the performance of the algorithm into several 

categories in terms of method, matching cost, aggregation, 

optimization and also some important parameters that are 

often used in the study of the stereo matching. In addition, it 

also provides quantitative comparisons between stereo 

matching algorithms. The stereo matching method is divided 

into two classes, correlation-based algorithms that based on 

a dense set of correspondences. In other hands, a class that 

produces sparse algorithm known as Feature-based 

algorithms. Dense class was divided into two main 

categories: Local Method and Global Method. There are 

four steps in the stereo matching algorithm: matching cost 

computation, cost aggregation, disparity computation and 

disparity refinement.  

Examples of stereo algorithms that implement the Local 

Methods are Sum Absolute Differences (SAD), Sum Square 

Differences (SSD), Normalized Cross Correlation (NCC), 

Block Matching and Global Error. The characteristics of the 

Local Method are execution time is shorter, but the value of 

PSNR and SSIM is very low. Besides that, the Local 

Method algorithm can only operate on a small window size 

as the minimum window (1x1) and maximum (25x25), 

depending on the stereo pair images. Examples of 

algorithms that comprise the Global Method are Dynamic 

Programming (DP) and Adapting BP. This method requires 

long execution time, but the value of PSNR and SSIM is 

higher. This is because the Global Method involves the 

process of disparity refinement and disparity optimization. 

In addition, the Global Method algorithm still provides the 

highest value of PSNR and SSIM of the window size 

(25x25). 

This research is mainly focusing on performance analysis 

on the several established stereo matching algorithms and 

will provide an idea of choosing the better stereo matching 

algorithms to work on the disparity depth map for the 

purpose of 3D triangulation applications. The performance 

on stereo matching algorithm analyzes the Peak Signal to 

Noise Ratio (PSNR),  Structural Similarity (SSIM), the 

effect of window size and execution time of the Sum 

Absolute Differences (SAD), Sum Square Differences 

(SSD), Normalized Cross Correlation (NCC), Block 

Matching (BM), Global Error Energy Minimization by 

Smoothing Functions, AdaptingBP and Dynamic 

Programming (DP). The disparity image is the result of a 

combination between the first image (the image on the left) 

and a second image (the image on the right) based on stereo 

pair images. Images obtained at any of the individual 

algorithm will be compared with ground truth image. In this 

research work, the dataset of stereo images are obtained 

from Middlebury Stereo Datasets developed by Scharstein 

[1]. 

 

II. STEREO VISION 

 

Stereo vision based on triangulation principles used to 

determine the disparity depth map. This is done by placing 

two cameras at two different viewpoints (left and right of 

the image). Figure 1 shows the illustrations of cones from 

Middlebury Stereo Dataset using the stereo camera. In both 

images, there are points which connect the surface to the 

center of each camera projection to form a 3D image. Two 

steps are performed to obtain 3D images. The first step is to 

choose whether the reference image, left image or right 
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image. If the left image was selected, the point of reference 

needs to be ensured that are identified. Secondly, the 

position of the camera must be placed exactly. Thus precise 

geometry can be obtained and will be used to calculate the 

intersection point of the ray pixels. By assuming the camera 

left and right once placed, the geometry will be obtained 

during the calibration process. 

 

 
Figure 1: Illustrations of scene objects (cones) for left and right of the 

images by using a stereo camera 

 

The distance between the corresponding pixels of left and 

the right image is known as disparity [2]. After the disparity 

values are obtained, the position of the points can be 

determined by triangulation. However, there are some 

unwanted aspects such as noise, textureless regions, 

occluded regions and depth discontinuity regions found 

during the process in finding the correct values of disparity. 

 

A. Stereo Matching Algorithms 

Figure 2 shows the order of the steps for a basic stereo 

matching algorithm. At the first stage of a stereo matching 

algorithm, the stereo pair is read as input data for left and 

right image before proceeding to the next stage. The stereo 

pair is converted into grayscale images due to single channel 

images are more efficient in the matching process [3]. 

Matching cost is the initial step to match the stereo pair and 

compute the stereo correspondence pixels. There are two 

categories of matching cost: pixel-based matching cost 

[4,5,6] and area-based matching cost [7]. After the stereo 

correspondence pixels obtained, the local support region of 

matching cost will be summed up by the step on cost 

aggregation using various type of windows with constant 

disparity.  

 

Matching cost Cost aggregation
Disparity 

optimization

Disparity 

refinement

 
Figure 2: Stereo matching algorithms block 

 

Cost aggregation only works on specified requirements 

such as an automatically detected window, user-specified 

orientation window and only pixels inside window [8]. After 

summation of the cost function, the step of optimization will 

look for the suitable disparity assignment such as the best 

area within disparity space image (DSI), which able to 

reduce the cost functions of an overview on a stereo pair of 

images. The step of refinement is required to increase the 

resolution or remove the mismatches due to occlusion 

[9,10,11]. These are the basic steps of a stereo matching 

algorithm. However, not all stereo matching algorithms 

involve the basic steps depending on the design of 

implementation. 

For each pixel in the left image, the pixels on the same 

scanning line on the right image that captured at the same 

point can be identified through the matching algorithm. The 

pixel values are not discriminating in nature, so as a solution 

using a smaller window size as (5x5 pixels).  Line by line 

will be checked, but only the pixels that are on the left side 

of the vertical coordinate will be taken into account.  If a 

good and unique pixel was found, the left image pixels are 

matched with the right image pixels and form a depth map 

as shown in Figure 3. These stereo matching techniques are 

known as a local method because it uses only the matching 

pixel information between the left and right images. 

However, the weaknesses of the local method provide a low 

value in areas with poor or repetitive textures as this may 

prevent to find a good match.  

Another method is known as a global method. This 

method also uses image matching techniques between left 

and right images either individually or as a group. However, 

by using this method, the matching process will be faster 

because this technique does not make an image matching in 

groups or separately, these techniques will make an overall 

matching pixel. It will produce a more accurate depth map 

approach ground truth, but complex algorithm and the 

processing time are much higher than the Local Method. 

   
(a) (b) (c) 

 
Figure 3: Stereo image matching: (a) The disparity map (ground truth);  

(b) Left image of ‘Cones’; (c) Right image of ‘Cones’ 

 

B. Cost Aggregation Techniques 

The efficiency of the matching cost is then improved with 

summing up the pixels region which from pixel-based 

matching became area-based matching. Area-based 

matching is a method, to sum up the matching cost over 

various type of window with constant disparity value. There 

are few traditional area-based matching techniques which 

commonly used for matching cost: sum of absolute 

differences (SAD), sum of squared differences (SSD), and 

normalized cross correlation (NCC) [12,13].  SAD is a 

simple and fast metric method to measure the similarity of 

two images where it works by subtracting the pixels with a 

square neighbor pixel between the original image and the 

target image. Aggregation of the square window is applied 

on the absolute differences and followed by optimization 

using winner-take-all (WTA) technique for disparity 

selection, which shown in Figure 4 [14]. However, this 

technique has its own limitation where the critical matches 

only applied for reference image while other points possible 

get matched with multiple [1]. SSD is slightly different from 

SAD where the differences between the images are squared 

and aggregated within the square window and optimized 

with WTA. SSD has higher complexity than SAD due to its 

operation of calculation which involved various 

multiplications. NCC has higher complexity compared to 

SAD and SSD algorithms as it involves various operations 

such square root, division and multiplication. There are 

many other area-based matching algorithms which 
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developed by other researchers like zero mean normalized 

cross-correlation [15], gradient-based MF [16], 

nonparametric [17,18], and mutual information [19]. 

 

 
Figure 4. Pixel-based matching overview 

 

C. Dynamic Programming 

Dynamic programming is an approach which frequently 

used by most researchers to retain stereo correspondence. 

The dynamic programming on the tree is by applying tree 

structure of nodes, or the pixels of the image on opposite 

side of the independent scanlines and only the reliable edges 

of four linked neighborhood system are selected. Dynamic 

programming on the tree is an algorithm which considered 

as a global optimization approach due to disparity 

estimation at a pixel depends on the estimation at all pixels. 

Dynamic programming basically is not compatible to a grid 

of pixels in a graph structure, therefore in this algorithm, the 

edges with least crucial will be removed till the existing 

graph becomes a tree then followed by application of 

dynamic programming upon the resulting tree. The least 

crucial edges can be described as the edges, which between 

pixels have less similarity to the same disparity.  

In implementation on dynamic programming, the 

technique used is the pictorial structures for object 

recognition which developed by [20]. The algorithm of 

dynamic programming on the tree, the simulation time taken 

which reduced to O(nh) from O(nh2) when a tree contains of 

nodes, n and the number of disparity values as h. The 

process of reduction is the main complexity of the 

algorithm. 

There are various algorithms which include tree 

structures as part of their algorithm especially on tree-

reweighted message passing for energy minimization 

[21,22,23]. These algorithms are slightly different from the 

dynamic programming on the tree as they are used on 

repetitively passing tree-reweighted messages, and the 

approach of dynamic programming on the tree is less 

complexity in computation while efficient algorithm. 

Dynamic programming on tree algorithm has been evaluated 

on Middlebury Stereo Vision page and the results are much 

better than those approaches which based on 1D 

optimization [24]. The algorithm is also reliable for real-

time implementation as it takes about a second for a set of 

data. 

III. PERFORMANCE ANALYSIS 

 

Mühlmann et al. (2002) report that the performance 

analysis does not perform on the most of the stereo matching 

algorithm. Therefore, in this paper, the analysis will focus on 

Peak Signal to Noise Ratio (PSNR in dB), Structural 

Similarity (SSIM), the effect of window size and execution 

time for each stereo matching algorithm. The work is based 

on approximate disparity maps for stereo matching. The 

analysis of performance for the selected algorithm can be 

used to improve the overall performance by adjusting the 

parameters. Therefore, it will give the insight to the 

researcher to design better algorithms for specific 

applications and in order to gain the highest value of PSNR, 

SSIM and reduce the cost as well as execution time. 

Therefore, this paper will be discussed on the performance 

based on these parameters. In this research, the 3x3, 13x13 

and 25x25 window size is used.  Based on initial results, the 

small window (3x3) contributes noisy in low texture areas 

while by using the large window (25x25) the disparity map 

become blurred at the boundaries. 

 

A. Peak Signal-To-Noise Ratio (PSNR) 

PSNR is one of the objective techniques for image 

assessment and regularly used for the lossy image. Power of 

signals is in the form of a dynamic range, so the calculation 

is done on a logarithmic domain. The formula for PSNR 

stated in Equation (1), 
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where M represents the width and N represent the height, xj,k 

the reference image in the grayscale while x’j,k is the 

distorted image in the grayscale. 

B. Structural Similarity (SSIM) 

 PSNR used the simple calculations, but is not suitable for 

some situations and sometimes does not match the Human 

Visual System (HVS). The SSIM method was proposed by 

Wang [25] to achieve the correct assessment. This technique 

is based on the Mean Squared Error (MSE) metric, but the 

resulting value is close to the Human Visual System (HVS) 

[26] as given in Equation (3),  
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where M represents the windows that applied to the frames, 

SSIM(x,y) represent the NxM arrays at the luminance 

channel with the x as the original image while y as the 

distorted image. 

 

IV. RESULTS AND DISCUSSIONS 

 

The key element of this research is to compare the value 

of PSNR, SSIM, size of the window, execution time and 

disparity maps between the local method algorithm and 

global method algorithm. A stereo matching algorithm with 

the highest value of PSNR, SSIM, less execution time and a 

good result in disparity maps for all window sizes is 

suggested to be used for researchers. 

There are three pairs of stereo images that have been used 

as a data set: Venus, Baby, and Aloe as shown in Figure 5. 

The three data sets have the different value of maximum 

disparity (dmax) and characteristics. Performance analysis is 

conducted on the resulting disparity maps, execution times, 

the effect of window size, PSNR and SSIM. 
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Figure 5: Sample of data set and respective ground truth (Venus, Baby 

and Aloe) 

 

 

A. Performance Analysis of Execution Time 

Figure 6 shows the execution time for the window size 

13x13. Through observation, for the image pairs Venus, the 

fastest execution time recorded by Sum of Absolute 

Difference (SAD) algorithm with a time of 42.94s and the 

slowest execution time recorded by the AdaptingBP 

algorithm with a time of 124.10s. As for the image pairs 

Baby2, the fastest time recorded by the Global Error 

algorithm with a time of 46.68s while AdaptingBP 

algorithm recorded the slowest execution time of 135.34s. 

Aloe image pairs recorded the fastest time of 49.44s by 

using the Global Error algorithm, and AdaptingBP 

algorithm takes the longest time to process the image pairs 

Aloe with a time of 143.44s.  

 

 
 

Figure 6: Execution time for window size 13x13 

 

 

 

 
Table 1 

Execution Time for window size 3x3, 3x13 and 25x25 

 
Size Image SAD SSD NCC BM GE DP ABP 

3x3 

Venus 39.4

6 

45.1

9 60.49 

45.2

5 12.71 

106.8

6 

109.5

2 

Baby

2 

51.1

1 

56.1

4 
74.07 

47.6

8 11.81 

127.0

3 

132.5

8 

Aloe 73.1

3 

83.1

0 92.00 

56.6

8 12.65 

135.0

6 

138.2

2 

13x1

3 

Venus 42.9

4 

45.5

7 
61.15 

47.6

0 53.33 

110.2

4 

124.1

0 

Baby

2 

52.0

4 

57.3

1 83.04 

49.6

0 46.68 

129.2

9 

135.3

4 

Aloe 74.1

3 

88.9

2 

118.6

1 

57.5

1 49.44 

140.1

0 

143.4

4 

25x2

5 

Venus 46.9

2 

48.0

6 68.49 

50.5

8 

150.8

3 

130.0

9 

142.7

9 

Baby

2 

57.7

3 

57.1

1 84.93 

54.2

4 

148.3

9 

150.0

7 

155.5

4 

Aloe 80.5

1 

93.8

2 

120.1

3 

60.2

5 

156.4

1 

155.0

7 

162.5

9 

 

Table 1 presents a summary of the differences in window 

size on all established algorithm regarding the execution 

time. The amount of time required for seven established 

algorithms to process the three image pairs was recorded. 

Sum of Absolute Difference requires a time of 517.97s, Sum 

of Squared differences with a time of 575.22s, Normalized 

Cross Correlation with a time of 762.91s; Block Matching 

requires a time of 469.37s, Global Error with a time of 

642.25s, Dynamic Programming with a time of 1183.79s 

and AdaptingBP recorded the time of 1244.13s. The total 

amount of time required for image pairs Venus is 1542.16s, 

image pairs Baby2 require the total time of 1761.73s, and 

for the image pairs, Aloe needs as much time as 2091.75s. 

The overall time required is 5395.65s. 

 

B. Performance Analysis of Peak-Signal-Noise Ratio 

(PSNR) 

Figure 7 shows the PSNR for the window size 13x13 and 

Table 2 presents a summary of the differences in window 

size on all established algorithm regarding the PSNR. 

Analysis of the window size 13x13 was performed by using 

the image pairs Venus, Baby2, and Aloe. Through the 

analysis of the image pairs Venus, AdaptingBP provides the 

highest PSNR with the value of 26.33dB, while the lowest 

PSNR recorded by Global Error algorithm with a value of 

21.33dB. Image pairs Baby2 recorded the highest PSNR by 

using a Dynamic Programming algorithm with a value of 

19.09dB and the lowest value of PSNR recorded in Global 

Error with a value of 10.55dB. AdaptingBP recorded the 

highest PSNR for the Aloe image pairs with a value of 

21.46dB and the lowest PSNR recorded in Global Error with 

the value of 10.12dB. 
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Figure 7: PSNR for window size 13x13 

 

 
Table 2 

PSNR for window size 3x3, 3x13 and 25x25 
 

Size Image SAD SSD NCC BM GE DP ABP 

3x3 

Venus 17.27 17.26 14.62 21.76 17.65 19.56 13.72 

Baby2 10.22 10.31 11.80 13.74 10.98 15.43 13.91 

Aloe 14.48 13.74 12.17 17.23 10.24 16.62 13.35 

13x13 

Venus 24.74 25.54 25.31 22.60 21.33 23.46 26.33 

Baby2 11.69 10.89 11.11 13.87 10.55 19.09 16.85 

Aloe 14.05 13.83 13.12 17.79 10.12 18.73 21.46 

25x25 

Venus 27.51 26.60 26.65 22.97 21.26 28.17 26.58 

Baby2 10.81 10.84 12.34 13.51 10.31 13.16 23.53 

Aloe 13.51 13.08 12.99 17.54 10.10 19.16 16.88 

 

 

The amount of PSNR value for seven established 

algorithms was recorded. Sum of Absolute Difference 

produced the value of 144.30dB, Sum of Squared 

differences state the value of 142.09dB, Normalized Cross 

Correlation with a value of 140.11dB, Block Matching state 

a value of 161.01dB, Global Error recorded a value 

of122.53dB, Dynamic Programming with a value of 

173.40dB and AdaptingBP recorded the value of 172.59dB. 

The total amount of PSNR value for image pairs Venus is 

470.91dB, image pairs Baby2 recorded the total value of 

PSNR 274.93dB, and for the image pairs Aloe states the 

value of PSNR 310.19dB. The overall PSNR value is 

1056.03dB. 

 

C. Performance Analysis of Structural Similarity (SSIM) 

Figure 8 shows the SSIM for the window size 13x13. 

Table 3 presents a summary of the differences in window 

size on all established algorithm regarding the SSIM. An 

analysis of the window size 13x13 has been made. Through 

observation, for the image pairs Venus, the highest SSIM 

recorded by Sum of Square Difference algorithm with a 

value of 0.98  and the lowest SSIM recorded by the Global 

Error algorithm with a value of 0.82. As for the image pairs 

Baby2, the highest SSIM recorded by the AdaptingBP 

algorithm with a value of 0.69 while Global Error algorithm 

recorded the lowest SSIM with the value of 0.31. Aloe 

image pairs recorded the highest SSIM of 0.79 by using the 

Block Matching algorithm and Global Error algorithm 

recorded the lowest SSIM with the value of 0.30. 

 

 
 

Figure 8: SSIM for window size 13x13 

 

 
Table 3 

SSIM for window size 3x3, 3x13 and 25x25 
 

Size Image SAD SSD NCC BM GE DP ABP 

3x3 

Venus 0.78 0.77 0.61 0.87 0.78 0.73 0.59 

Baby2 0.36 0.36 0.45 0.50 0.31 0.47 0.46 

Aloe 0.68 0.71 0.75 0.88 0.32 0.60 0.60 

13x13 

Venus 0.97 0.98 0.97 0.88 0.82 0.89 0.92 

Baby2 0.38 0.35 0.36 0.48 0.31 0.57 0.69 

Aloe 0.51 0.50 0.48 0.83 0.31 0.74 0.86 

25x25 

Venus 0.93 0.93 0.92 0.89 0.81 0.98 0.92 

Baby2 0.34 0.35 0.40 0.47 0.30 0.47 0.87 

Aloe 0.47 0.45 0.45 0.79 0.30 0.75 0.70 

 

 

The amount of SSIM value for seven established 

algorithms was recorded. Sum of Absolute Difference 

produced the value of 5.42, Sum of Squared differences 

state the value of 5.38, Normalized Cross Correlation with a 

value of 5.40, Block Matching state a value of 6.58, Global 

Error recorded a value of 4.27, Dynamic Programming with 

a value of 6.20 and AdaptingBP recorded the value of 6.60. 

The total amount of SSIM value for image pairs Venus is 

17.93, image pairs Baby2 recorded the total value of SSIM 

9.23 and for the image pairs Aloe state the value of SSIM 

12.68. The overall SSIM value is 39.85. 

 

V. CONCLUSION 

 

As a conclusion, the performance of the established stereo 

matching algorithm in term of Peak Signal to Noise Ratio 

(PSNR in dB), Structural Similarity (SSIM), the effect of 

window size and execution time for each stereo matching 

algorithm has been successfully analyzed. The established 

stereo matching algorithm was improved by adjusting the 

parameter value. This research provides an idea of choosing 

the better stereo matching algorithms to work on the 

disparity depth map for the purpose of 3D triangulation 

applications. 
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