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Abstract— Internet of Things (IoT) refers to various 

interconnected devices, typically supplied with limited 

computational and communication resources. Most of the devices 

are designed to operate with limited memory and processing 

capability, low bandwidth, short range and other characteristics 

of low cost hardware. The resulting networks are exposed to 

traffic loss and prone to other vulnerabilities.  One of the major 

concerns is to ensure that the network communication among 

these deployed devices remains at required level of Quality of 

Service (QoS) of different IoT applications. The purpose of this 

paper is to highlight delay contributing factors in Low Power and 

Lossy Networks (LLNs) since providing low end-to-end delay is a 

crucial issue in IoT environment especially for mission critical 

applications. Various research efforts in relevance to this aspect 

are then presented. 

 

Index Terms— IoT; QoS; Low power and lossy networks; End-

to-end delay. 

 

I. INTRODUCTION 

 

The emerging Internet of Things (IoT) technology is based on 

the interconnected smart objects (devices) working together. 

These objects, with Internet Protocol (IP) connectivity, 

typically embedded with sensors, thus can be assessed, 

controlled and managed anytime from anywhere regardless of 

their location. A network formed by this type of devices is 

compatible with the IEEE 802.15.4 standard and known as the 

IPv6 over Low-Power Wireless Personal Area Networks 

(6LoWPAN). 

Unfortunately, this type of network poses unique challenges 

to a routing solution. This is due to a large number of 

constrained nodes with limited processing power and memory. 

The routers are interconnected by unstable lossy links, 

typically supporting only low data rates, contributing into 

relatively low packet delivery rates [1]. This aspect is a major 

concern as many IoT applications operating in inhospitable 

setups; e.g. battlefields, whereby the nodes are at risk of 

getting damaged. Apart, the operation of nodes equipped with 

limited batteries power will cease upon depleting their 

onboard energy supply. Consequently, the nodes failure may 

not only affect the coverage and data fidelity, but also can 

divide the network into disjoint blocks of nodes. 

The dynamicity of IoT environment may cause delay in the 

process of collecting, storing and manipulating the 

information [2]. This at the same time poses new challenge to 

the existing protocol. The more dynamic the topology, the 

more routing, transport and application layer protocols have to 

cope with interrupted connectivity and/or longer delays. Thus, 

in such situation, a transport layer protocol may fail to operate 

if it expects no route changes during a communication flow 

[3]. 

 

A. Routing Requirements and Common IoT Applications 

Common IoT applications include urban networks, building 

automation, industrial automation, and home automation. A 

routing protocol therefore should satisfy specific routing 

requirements considering various applications. Following are 

list of routing requirements specified by ROLL Working 

Group [4]: 

a. Unicast, anycast, and multicast traffics should be 

supported 

b. Adaptive routing – new paths are dynamically and 

automatically recomputed based on conditions 

(link/node failure, mobility, etc.) change in the network 

c. Routes optimization considering different metrics (e.g. 

minimized latency, maximized reliability, etc.) 

d. Able to find a path that satisfies specific constraints 

such as providing a path with a latency lower than a 

specified value  

e. Constraint-based routing – Consider various node 

constraints (such as energy, CPU, and memory) as well 

as link attributes (such as link latency)  

f. Provide support of (i) multipoint-to-point (MP2P); most 

of the traffic is from leaf nodes such as sensors to a data 

collection sink, (ii)point-to-multipoint (P2MP); such as 

the sink sends a request to all nodes in the network, and 

(iii) point-to-point (P2P) traffics; communication 

between devices in the network 

g. Scalable – expected to support millions of nodes or 

more 

h. Secure – in most cases such as Smart Grid, building 

automation and industrial automation, authentication 

and encryption are necessary 

Different types of applications have different delay 

requirements. In healthcare environments dealing with critical 

patients, for example, delayed or lost information may be a 

matter of life or death. In certain other applications (such as a 

remote control to switch a light on) which do not involve 

critical data, the response time and network delays must still 
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be maintained to be within a few hundred milliseconds for 

optimal user satisfaction [5]. For applications such as air 

conditioning and other environmental-control applications, 

response delays of ten of seconds or longer may be accepted. 

On the other hand, alarm and light control applications which 

regarded as soft-real time systems accept a slight delay. 

However, the perceived quality of service degrades 

significantly if response times exceed 250 ms. Similarly, in the 

telecom industry, if the voice delay exceed 250 ms, users start 

getting confused, frustrated or annoyed [6].  

Delay is one of the major concerns as it is a significant 

indicator to calculate response time. Response time can be 

defined as the time taken for a message to travel from the 

sending device, through the sensor network to the receiving 

device. From the query-based WSN applications point-of-

view, end-to-end delay refers to the time taken to send a query 

to the source and receive an answer by the transmitting base 

station (sink) in response to the request query [7]. Delayed 

data transmission may lead to the execution of incorrect 

actuation command and inappropriate management decision. 

Therefore, maintaining a specified delay in accordance to the 

application requirements is really a matter in IoT to ensure 

Quality of Service (QoS).  

Before going into details about delay issues in IoT, the 

following subsection will first highlight about IoT standard 

routing scheme - RPL.  

 

B. Routing Scheme - RPL 

The IETF ROLL working group has defined an IPv6 

Routing Protocol for Low-Power and Lossy Networks (RPL) 

[3] as a standard routing for LLNs. RPL is based on Directed 

Acyclic Graph (DAG) whereby all paths are oriented toward 

and terminating at root node(s) called DAG root. The term 

Destination-Oriented DAG (DODAG) refers to a DAG rooted 

at a single destination with no outgoing edges. DODAG 

Information Object (DIO) messages are sent among nodes to 

construct and maintain these DODAGs. Two important 

elements in RPL are Rank and Objective Function (OF). The 

node’s individual position relative to other nodes (with respect 

to a DODAG root) is stated as Rank. Rank decreases from leaf 

nodes towards DODAG root, and increases from DODAG 

root towards leaf nodes. Rank is determined from routing 

metrics, optimization objectives, and related functions defined 

by OF. The stability of the routing topology is influenced by 

the stability of the Rank [3].  

Each node sends link-local multicast DIO messages to other 

nodes to advertise itself, its routing cost and related metrics. 

The information in DIOs is used to join a new DODAG, select 

DODAG parents or to maintain the DODAGs. Besides, nodes 

use Destination Advertisement Object (DAO) messages to 

propagate destination information Upward along the DODAG 

through next-hop destinations called DAO parents. The 

Downward traffic, on the other hand, can either be forwarded 

in Storing or Non-Storing mode. In Storing mode, the stored 

routing states are used by a common ancestor of the source 

and the destination to direct Down the packet towards the 

destination prior to reaching a DODAG root. In contrast, Non-

Storing mode requires the packet to travel all the way to a 

DODAG root before travelling Down [3]. 

II. RPL CHALLENGES - STORING VERSUS NON-STORING 

MODE 

 

In practical, as the size of LLN deployments increase, a 

homogeneous Non-Storing mode network will incur a high 

level of communication overhead, and a homogeneous Storing 

mode network will require too much memory resources. The 

Non-Storing mode requires little memory for storing routing 

states. Thus, it provides an advantage for the devices with 

limited processing and storage capabilities. However, the Non-

Storing mode requires a source routing header (SRH) to be 

attached to all packets. With this attachment, the packet size 

not only increases, but also becomes variable depending on 

the path length. This in turn decreases the effective maximum 

transmission unit (MTU) of the packet and an IPv6 packet 

might be fragmented into more than 16 fragments at the 

6LoWPAN sublayer. Considering a multihop IoT network, 

hop-by-hop re-composition at each hop (to reform the packet 

and route it) contributes additional latency. The intermediate 

nodes are forced to store packets for an undetermined time, 

thus, giving impact on critical resources such as memory and 

battery [8]. 

On the other hand, the Storing mode does not have the long-

route problem since it does not need for SRH. However, each 

RPL node is required to store route information for all 

destinations in its own subtree. Considering limited memory 

constraints of small embedded devices, this may lead to 

another problem. Although initial RPL standard does not 

support mixed-mode of operation where some nodes source 

route and other store routing tables, routing pathology issues 

in a mixed network of storing and non-storing nodes has been 

discussed in [1].  

 

A. RPL Enhancements 

A More Memory-efficient Storing mode RPL; MERPL has 

been proposed in [9] by suggesting that the number of routing 

table entry stored in a node should not exceed a pre-specified 

factor of N. When the number of routing table entries to be 

stored is larger than N, the node will transfer part of its 

responsibility to the selected child. However, no clear 

approach on how to determine the value of N has been 

defined.  

A more efficient network with reduced delay and memory 

consumption can be achieved by allowing a mixed of 

computationally powerful nodes with route storing capabilities 

and low-cost nodes that do not need to maintain a routing table 

[1]. However, a mix of nodes operating in Storing and Non-

Storing modes to form a single network can cause a routing 

pathology. Routing pathology can partition the network due to 

the scenarios where nodes cannot send packets to the root and 

the root cannot send packets to the nodes even though they 

have plenty of multi-hop physical connectivity in the network.  

To eliminate the network partition problem and preserve the 

high bidirectional data delivery performance, works in [1] and 

[10] have proposed modifications on (i) DAO transmission 

and its format, (ii) SRH support, and (iii) storing mode flag. 

The purpose is to allow all DAO messages, from both Storing 

and Non-Storing mode nodes to be processed at intermediate 

nodes, and to resolve the ‘SRH’ problem for packets sent by 

Storing mode nodes.  
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Another work in [11] also proposed some RPL 

modifications to improve end-to-end delay estimation in 

WSN, involving a few changes in RPL metrics and Objective 

Function (OF). Two dynamic metrics; path delay and 

processing delay are to be considered in the selection of 

Preferred Parent. 

 

III. DELAY CONTRIBUTING FACTORS AND POSSIBLE 

HANDLING APPROACHES 

 

A. RPL Loop and Repair 

When DIO messages lost, a DODAG loop may occur in 

RPL. In this case, a node detaches from the DODAG and 

reattaches to a device in its prior sub-DODAG [3]. To reduce 

control traffic overhead, RPL has been designed to repair 

loops only when detected by a data traffic transmission. 

However, repairing loops only when triggered causes delays in 

forward progress of data packets. This increases end-to-end 

delays. Additionally, buffer usage may also increase due to the 

buffered data packet during repair. For a number of IoT 

applications such as data acquisition in smart metering 

applications, an increased delay may be acceptable, but for 

applications such as alarm signals or in home automation, 

increased delay may be undesirable. In addition, due to 

memory constraint of IoT devices, buffering incoming packets 

during the route repair may not be feasible for all incoming 

data packets, leading to dropped packets. These packets may 

require retransmissions, or may be definitely lost (depending 

on the transport layer protocol) [12]. The impact of reactive 

repairing mechanisms used by RPL on the convergence time, 

power consumption and packet loss is shown in [13].   

Careful implementation of loops avoidance can minimize 

the impact of loop detection in RPL [13]. The idea of loop 

prevention, detection and avoidance has been emphasized in 

[14]. However, each approach involved with certain costs. The 

loop prevention approach requires a node to wait for a 

sequence number update by the DODAG root (global repair) 

before increasing its Rank in order to choose new parents. The 

loop detection approach puts costs on the already small 

available space for carrying the data by requiring the node tags 

to be carried in the packet. On the other hand, the loop 

avoidance causes dismantling the sub-DAG rooted at the node 

performing the Rank increase. If not carefully handled, this 

action can be too pricy with a minor change in DAG structure. 

Based on simulations performed in [14], loop avoidance in a 

DAG based routing protocol is not recommended. The turmoil 

caused by dismantling of the sub-DAGs can be much more 

than what the routing loops themselves will cause. This is due 

to the generation of large number DIOs during the 

stabilization times resulting from large number of affected 

nodes.  

Another method to repair DODAG locally without causing 

any DODAG loops has been proposed in [14]. Similar to 

standard RPL, when a DODAG parent becomes unreachable, 

a node may switch to another DODAG parent for upward 

traffic. However, the node first has to transmit a DODAG 

Repair Request (DRQ) message via link-local multicasting to 

all nodes and wait for a DODAG Repair Reply (DRP) 

message. 

Further, P2P-RPL [15] could be considered for certain 

applications such as home automation and building control 

networks since it provides a reactive mechanism for quick, 

efficient and root independent route discovery or repair. Data 

traffic can be avoided from going through a central region 

around the root and drastically reduces path length. This at the 

same time substantially decreases unnecessary network 

congestion around the root as well as delay [6]. 

 

B. Mobility 

Frequent topology changes due to mobility puts another 

routing challenge. Mobility in the IoT platform refers to the 

data producer mobility (due to the location change), data 

consumer mobility, network mobility, and disconnection 

between the data source and destination pair. Hence, the IoT 

mobility support should be capable to deliver data with respect 

to the acceptable delay constraint considering the above cases 

[16].  

Mobility of IoT devices such as mobile gadgets or physical 

objects (living or non-living) requires sufficient Mobility 

Management Schemes for data transmission. Host based 

mobility protocols; MIPv6 [17] and its extensions (e.g. 

HMIPv6 [18] and FMIPv6 [19]) are not suitable for resource 

constrained devices. Since the Mobile Node/Mobile Host 

moving from one network to another is involved in all 

signalling related process, resource restricted devices such as 

sensor nodes may experience more complexity and consume 

more power. The focus of the research is to reduce signalling 

cost, packet loss and particularly handover latency. Handover 

latency is caused by L2 (channel scanning, authentication and 

association) and L3 (movement detection, duplicate address 

detection and registration delay) handoffs. Therefore, Network 

Based Mobility Management Schemes (such as NEMO [20]) 

have attracted the researchers due to the potential in satisfying 

the QoS for real-time applications. A study of network based 

mobility management schemes, 6LoWPAN mobility and 

associated challenges can be found in [21] and [22]. Network 

based mobility protocols are found to be useful for handling 

6LoWPAN mobility with limited energy resources, memory 

and computational power.  

To further support mobility in RPL, another work in [23] 

proposed an enhancement by modifying DIO messages to 

include the node’s mobility status, and the preferred parent 

selection procedure in favor of fixed nodes. These 

modifications are supported by a dynamic DIS management 

procedure to provide a quick update of the DODAG 

information. 

 

IV. OTHER DELAY HANDLING STRATEGIES 

 

A. Service Differentiation and Scheduling 

The most commonly used Best Effort service model is 

unsuitable for IoT devices. Dealing with delay sensitive 

traffic, the heterogeneity of IoT devices with limited buffer 

capacity requires effective buffer management scheme and 

differentiated service priorities. To meet the QoS 

requirements, a cost-effective analytical model for a finite 

capacity queuing system has been proposed in [24]. The 

proposed model employs pre-emptive resume service priority 

and push-out buffer management scheme. The arriving traffic 

is classified into low priority (normal traffic) and high priority 
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(emergency traffic). In case of a full buffer, the lower priority 

class traffic will be pushed-out by the highest priority class 

traffic packet in order to avoid data loss of the delay sensitive 

traffic. Service scheduling follows the priority discipline 

whereby higher priority traffic is serviced according to First 

Come First Served (FCFS) prior to lower priority traffic. In 

other words, lower priority traffic is served only in the absence 

of higher priority traffic and is immediately pre-empted upon 

arrival of emergency data packets. Such similar approach can 

also be seen in [25]. Another work in [26] also proposed a 

QoS message scheduling algorithm with the idea of service 

differentiation to differentiate emergency messages from the 

non-mission critical messages. This is done through 

classification of messages into high priority (HP) and Best 

Effort (BE).  

On the other hand, research work in [27] highlighted IEEE 

802.15.4e Deterministic and Synchronous Multichannel 

Extension mode, considering IoT devices that send periodic 

and aperiodic data. Mechanisms that consider a tradeoff 

between diverse needs of periodic and aperiodic IoT 

applications as well as maintaining QoS requirements of 

delay-sensitive have been proposed. A multi-superframe 

structure can be potentially assigned to a routing device, 

supporting either Contention Free Period (CFP) or Contention 

Access Period (CAP) dynamically. IoT devices with periodic 

data to be sent may use CFP, while devices with aperiodic 

data may use CAP. The compensation factor carried in MAC 

packets will be used by the intermediate nodes to perform 

dynamic management of resources.  

Another paper, [28], also proposed a model considering 

both traffic prioritization and service differentiation in order to 

provide low bound delay for real-time traffic, while at the 

same time maintaining a lower packet dropped for delay-

tolerant traffic. 

 

B. Sensor/Node Deployment 

In [29], the effect of the sensor geometric configuration for 

the query-based WSN applications has been presented by 

considering a few real-time applications, namely; volcanic 

surveillance, patient monitoring, and vitals monitoring and 

analysis and alarms. Comparing random and two plan-based 

sensor placement (uniform and star distribution), it is claimed 

that uniform distribution results in a better round-trip delay 

due to the construction of the shortest routes between the 

source and the route. 

 

C. Relay Node Placement 

Apart from having a suitable sensor deployment, a strongly 

connected network topology should be maintained at all times. 

This is to avoid network partitioning which affects the 

connectivity goal [30]. In case of node failure, a subset of the 

actor nodes may be autonomously repositioned as a recovery 

method to restore connectivity. However, the decision should 

be carefully handled since it might impose high node 

relocation overhead or extend some of the inter-actor data 

paths. A Least-Disruptive topology Repair (LeDiR) in [31] 

proposed an algorithm of careful node repositioning to recover 

from a single node failure at a time. The work in [32] and [33] 

highlighted the issue of relay node locations to improve 

delivery ratio and end-to-end delay as well as connectivity.  

A more detail survey and thorough analysis of network 

topology management techniques for tolerating/handling node 

failures in WSNs can be found in [34]. The existing 

techniques are classified into two broad categories; reactive 

and proactive methods. Proactive methods are performed 

before the failure takes place, whereas reactive methods are 

performed only when the failure is detected. 

 

D. Caching 

Due to resource constraints, avoiding unnecessary 

transmissions among IoT devices while retrieving and 

distributing the data is very important to save bandwidth and 

devices’ battery power. In addition, IoT real-time applications 

requiring shorter delays can benefit from local caches to 

reduce end-to-end delay [35]. 

Survey in [2] highlighted that the time constraint is very 

delicate in real-time sensor systems especially for long-

running and instant queries. Unfortunately, the techniques 

previously used in traditional databases are difficult to apply 

due to limited resources of the sensors. Thus, caching can 

greatly reduce the content access latencies. However, caching 

policy need a careful implementation since data generated also 

subjected to privacy and security guidelines. While struggling 

for the efficient resolution of cached copies, certain content 

should not be cached anywhere. A balance between caching, 

content security/privacy and regulations should be achieved 

[16]. Instead of session-based security mechanisms such as 

TLS/DTLS prevalent in the traditional Internet, the concept of 

Object Security should take place [35]. 

 

V. CONCLUSION 

 

This paper highlights delay contributing factors in IoT and 

relevant research efforts to minimize it.  Focusing on RPL, 

delay can be contributed by source routing in Non-Storing 

mode, and loop repair process. A hybrid network of Storing 

and Non-Storing nodes can be a better solution to tackle the 

delay caused by source routing as well as limited memory 

capability. However, the routing pathology should be handled 

wisely to ensure a smooth interoperability. Regarding the 

delay caused by loop repair, if handled properly, loop 

avoidance could enhance the performance of RPL in terms of 

end-to-end delay, memory consumption for packet buffering, 

and routing overhead. However, the signaling cost should be 

carefully taken into account. Similarly, P2P-RPL and the 

consideration of delay in RPL parent selection could also be 

explored in reducing the delay. Moreover, mobility of nodes is 

another delay contributing factor. However, the integration of 

mobility aspect in RPL is still an ongoing research. Apart from 

the RPL mechanism itself, some strategies have been 

identified to potentially reduce delay such as service 

differentiation and scheduling, sensor deployment strategy, 

relay node placement and caching. It is hoped that the 

highlighted aspects in this paper would be beneficial for 

further research in providing a more reliable and practical 

environment for common IoT applications, especially the real-

time ones.  
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